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Abstract

The technologies developed for particle physics experiments have found numerous medical applica-

tions, particularly in the field of radiotherapy. Simulation results and analysis for several of these

medical applications will be presented which include: commissioning of a carbon ion beam at MedAus-

tron, design and development of LhARA, preliminary design and work on a new detector called the

SmartPhantom. Simulations played a key role to the carbon commissioning effort, and paved the

way for MedAustron to treat their first patient with carbon ions during the summer of 2019. Beam

line simulations also played a critical role for a proposed state of the art facility, LhARA. These

simulations were used to characterise the beam that a laser source delivers, improving upon previous

analysis and supporting ongoing developments for LhARA. Finally, work has gone into the design of

an instrumented water phantom incorporating scintillating fibres. Simulation work has shown that

placing thin scintillating fibres at several locations in a water phantom upstream of a cell culture

sample could allow one to reconstruct a Bragg peak. If fully realised, the detector could serve as

an online monitor capable of monitoring the dose for each shot. This detector would be useful to

evaluate the reproducibility of the beam LhARA delivers, and could also find use in radiobiological

experiments.
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Chapter 1

Introduction

Cancer ranks as one of the leading causes of death globally, estimated to account for close to 10

million deaths and 19 million new cases in 2020 alone [1]. The burden of cancer is expected to

grow due to an ageing population as well as other socio-economic factors [2, 3], with an estimated

increase to 28 million new cases in the year 2040 [4]. A variety of cancer treatments are currently

available including: surgery, chemotherapy, radiotherapy, and immunotherapy. Novel treatments are

also being developed [5, 6]. This thesis will focus on aspects of radiotherapy where particle physics

plays a prominent role.

1.1 Radiotherapy Context

Radiotherapy uses radiation to target and kill cancer cells and approximately 50% of cancer patients

receive it at some point in their treatment [7]. Ever since the first cancer treatment with radiation

therapy in 1898 [8], radiotherapy has developed in tandem with technological advancements. Com-

puted Tomography (CT) scans allow for a 3D reconstruction of structures inside the body. Intensity

modulated radiation therapy (IMRT) uses these scan images to tailor the treatment to the tumour.

Image-guided radiotherapy (IGRT) corrects for organ motion based on imaging taken before each

session.

Another important development is the use of beams of protons and other ions for radiotherapy

(hadron therapy), first proposed in 1946 by Wilson [9]. Conventional treatments irradiate with

photons, which are sparsely ionising radiations. In contrast, due to the Bragg peak, charged particles

are capable of delivering higher energies to a tumour site, whilst sparing the surrounding normal

tissue.

In recent years there has been a growing interest in FLASH radiotherapy (> 40 Gy/s) [10] which
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may improve normal tissue sparing and bring treatment times down to a few milliseconds. This

phenomenon was first noted by Dewey and Boag in 1959 [11] from experiments with bacteria. When

bacteria were irradiated with a normal dose of 1000 rads/min (≈ 0.2 Gy/s) in a nitrogen-oxygen

environment, the bacteria was found to be more radiosensitive compared to the same irradiation in a

pure nitrogen environment. But when a much higher instantaneous dose rate of over 10 kilorads/2 µs

(≈ 5 × 107 Gy/s) was delivered, there was an observed decrease in the radiosensitivity of the bacteria

in the nitrogen-oxygen environment. These results showed that a high dose rate could be beneficial for

tissue sparing and was supported by other experiments for mammalian cells [12,13]. In 2014, Favaudon

applied FLASH radiotherapy to treat lung tumours in mice, where a reduction in toxicity affecting

healthy lung tissue was seen [14]. This sparked a renewed interest to understand the underlying

biological mechanisms behind FLASH and applying it to clinical treatment.

Another development that may improve normal tissue sparing is minibeam radiotherapy [15] using

submillimetre beams with photons. Proton minibeam radiotherapy (pMBRT) could further improve

normal tissue sparing [16] by taking advantage of the Bragg peak and angular straggling which widens

the beam with depth. Experiments with rats have shown that a high dose delivered with pMBRT

leads to a decrease in neurotoxicity compared to conventional proton therapy [17].

1.2 Accelerator Technologies Context

Technological advances resulting from multidisciplinary research play a key role in developing radio-

therapy. These advances include new imaging methodologies, more powerful computers for treatment

planning and simulations, sophisticated detectors for measuring dose, and most importantly the ac-

celerators that deliver the beam to a patient.

Crookes tube paved the way for the discovery of electrons and X-rays. It consists of a vacuum

sealed glass container where a voltage could be applied between the cathode and anode to generate

electrons by ionisation. If the voltage applied is high enough, electrons are accelerated to high

velocities and generate X-rays upon hitting the anode or walls of the tube which can pass through

the glass. It was these rays that Röentgen observed in 1895 when he noticed a nearby fluorescent

screen glowing [18]. With this discovery, Crookes tubes became a common source of X-rays which were

used in imaging and early radiotherapy where energies of about about 20 keV could be produced [19].

However, there was a need for a better source of high energy X-rays.

Driven by an interest to generate high energy particles for fundamental physics, Hansen helped

develop a linear accelerator (linac) for electrons in the 1940s [20]. The electron linac allowed for

much higher X-ray energies to be produced by accelerating electrons into a metal target. Kaplan [21]

recognised that a particle accelerator could provide reliable, focused, and high energy X-rays for
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radiotherapy. Together with Ginzton who worked with Hansen, they developed a medical linac and

treated the first patient, a young boy with retinoblastoma in 1956 [21]. Such a treatment would not

have been possible without the invention of the linac. It is worth mentioning that developments in

the UK occurred in parallel, where Fry independently developed an electron linac [22]. In 1952 a

clinical linac using this design was installed at the Hammersmith Hospital in London and soon began

treating patients [23]. The versatility of the linac led to it quickly becoming the mainstay of modern

radiotherapy.

Another important development in particle physics that found applications in radiotherapy was

the cyclotron. Driven by a need to generate large amounts of highly energetic particles, Lawrence

developed the cyclotron in 1932 [24]. Cyclotrons save space by accelerating particles along a spiral.

In the medical field, it quickly found use as a proton and ion source for the treatment of patients.

However, cyclotrons are limited in the energies that can be reached. In order to accelerate heavy

ions, synchrotrons are used where particles are instead accelerated in a closed loop. But compared

to the clinical linacs for conventional radiotherapy, cyclotrons and synchrotrons take up a larger

footprint and are thus more costly. There is ongoing design work to improve the performance and

lower the costs of these accelerators. In addition, there is an interest in developing novel techniques

for acceleration.

A novel technique that has gained recent popularity is laser-driven acceleration, capable of achiev-

ing high acceleration gradients over short distances. There are a variety of laser-driven schemes that

can be used, with target normal sheath acceleration (TNSA) the most studied scheme [25–27]. In

TNSA, a laser impinging on a thin foil generates ionises the foil generating energetic electrons on

the front. These electrons propagate through the foil and accumulate on the rear, creating a strong

electric field and accelerating ions normal to the target. The energies that can be achieved with this

method depend on the laser system and the target material and thickness. A survey of maximum

energies in TNSA experiments was performed by Borghesi [28] and showed that proton energies at

several tens of MeV can be measured with the highest energies achieved on laser systems that can

deliver high energies in a long pulse (> 300 fs). With the TNSA mechanism, Wagner et al. measured

proton beams with energies up to 85 MeV using the PHELIX laser at GSI Helmholtzzentrum für

Schwerionenforschung GmbH in 2016 [29]. There are also other acceleration mechanisms like radia-

tion pressure acceleration (RPA) that can achieve higher energies [30]. Higginson et al. [31] achieved

proton energies exceeding 94 MeV using a hybrid acceleration scheme that combines TNSA and RPA

mechanisms at Rutherford Appleton Laboratory in 2018. But there are challenges which need to

be addressed in order to apply these acceleration schemes into a clinical setting which include beam

reproducibility, cut-off energy, beam divergence, and beam emittance.
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It is clear that the development of treatment methodologies for cancer requires a multidisciplinary

approach. In particular, the technologies developed for particle physics research have found numerous

applications in radiotherapy and will continue to play a key role for future developments.

1.3 Summary of Thesis

The focus of this thesis is on a variety of simulation work for MedAustron [32], one of the cutting-edge

centres for cancer therapy, as well as for the Laser-hybrid Accelerator for Radiobiological Applica-

tions (LhARA) [33,34], a proposed facility dedicated to research which aims to combine laser-driven

acceleration and post acceleration with a fixed field alternating gradient accelerator (FFA). Some of

the work for the design of a scintillating fibre detector, the SmartPhantom will also be presented.

Chapter 2 presents a background on the theory of accelerators and beam dynamics. Chapter 3

continues with an overview of the physics of particle therapy. Chapter 4 then provides an overview

of the laser-driven acceleration with a focus on the TNSA interaction. Chapter 5 looks at the con-

ventional accelerators used for hadron therapy and an outlook of other novel methods. A description

of the MedAustron facility will also be given. Chapter 6 presents beam line optimisation work for

the carbon ion commissioning effort at MedAustron. A rematch procedure was developed which

could provide an approximate beam with relatively good agreement to measurements. A risk assess-

ment was also carried out to ensure the safe delivery of carbon ions. Chapter 7 goes into detail of

various design and simulations of LhARA. Simulations of the TNSA interaction and the resulting

beam which was tracked through the Stage 1 beam line. Design work for Stage 2 is then outlined

and supported by tracking simulations. Chapter 8 presents the design and work on an instrumented

phantom, the SmartPhantom. Chapter 9 concludes by summarising the work presented in this thesis,

with a discussion of future avenues of research.



Chapter 2

Accelerator Dynamics

This chapter gives an outline of general accelerator dynamic principles. It begins with the fundamental

principles, then introduces some common accelerator magnets. This will be followed by the equations

of motion that govern individual particle motion and extended to describe the entire beam which can

be parametrised by the Twiss parameters. This chapter concludes with a discussion of space-charge

effects.

Twiss parameters are useful quantities to define a beam. If the initial Twiss parameters of a

beam are known, they can be calculated at any other point in the beam line. The evolution of

these parameters form an important part of beam line simulation programs like MAD-X [35], where

matrix elements can be calculated for a beam line and matching algorithms used to optimise beam

sizes. Twiss parameters can also be used to approximate complex beams, a useful property as will be

discussed in chapter 6 and chapter 7.

2.1 Frenet–Serret Coordinates

In a beam line, magnets and other elements are aligned along the ideal path a particle will take.

However, particles deviate from this design orbit which requires correction. Since the design orbit is

typically well defined, the deviation of a particle from the ideal path is often of greater interest.

It is convenient to define a coordinate system that moves along the ideal path to simplify the math-

ematics. A curvilinear coordinate system known as the Frenet-Serret reference system is commonly

used [36] and is visualised in fig. 2.1. In this system, the motion along the design orbit is represented

by 𝑠, while the three unit vectors defined as (x̂, ŷ, ̂z) form an orthogonal coordinate system. The

direction given by x̂ is defined to be perpendicular to the trajectory and ̂z parallel to the trajectory.

Together these define the horizontal plane. The plane orthogonal to it is the vertical plane defined

33
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Figure 2.1: The Frenet-Serret curvilinear coordinate system for the trajectory of a reference particle
[37].

by ŷ and ̂z. The coordinates (𝑥, 𝑦) describe the deviation of a particle from the reference trajectory.

2.2 Lorentz Force

A particle carrying a charge 𝑒, experiences the Lorentz force expressed by

F = 𝑒E + 𝑒 (v × B) , (2.1)

where E and B are the electric and magnetic field vectors respectively, and v is the velocity vector

of the particle.

The Lorentz force both guides and focuses particles along an ideal path. It is typically easier to

base beam line elements on magnetic fields to achieve a desired force. However, for low energy particles

with velocities much less than the speed of light, electric fields can become more practical [36].

2.2.1 Beam Bending

In order to bend and deflect particles, a magnetic field is required. From the Lorentz force, the

bending radius can be expressed by:

1
𝜌 = ∣ 𝑒

𝑝𝐵∣ = ∣ 𝑒𝑐
𝛽𝐸 𝐵∣ , (2.2)

where 𝜌 is the radius of curvature, 𝑝 is the momentum of the particle, 𝛽 is the ratio of the velocity

to the speed of light 𝑐, and 𝐸 is the energy. Another useful quantity is the beam rigidity, 𝐵𝜌, which

describes the difficulty of bending a beam and can also be used to normalise the magnetic strength:

|𝐵𝜌| = 𝑝
𝑒 . (2.3)
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Figure 2.2: Optical analogy of focusing a ray of light through a lens.

2.2.2 Beam Focusing

As beams naturally diverge, focusing elements are necessary to control their evolution. A typical

analogy to consider is the focusing effect of a light ray passing through a glass lens. The light rays are

focused with a focal length, 𝑓 , and a deflection angle, 𝛼, depending on the distance from the center

of the lens 𝑥 as seen in fig. 2.2. The deflection angle is then defined as

𝛼 = − arctan (𝑥
𝑓 ) ≈ −𝑥

𝑓 , (2.4)

where the paraxial approximation can be made when 𝑥 is small. Extending this optical analogy to

charged particle beams for a path 𝑠, and a magnetic field, 𝐵, gives a deflection angle:

𝛼 = − ℓ
𝜌 = − 𝑒

𝑝 ∫ 𝐵 d𝑠. (2.5)

If the magnetic field strength does not change significantly, the integral can be approximated by the

product 𝐵ℓ, where ℓ is the path length of the particle in the magnetic field [36]. By comparing to the

deflection angle defined in eq. 2.4 it can be seen that a higher magnetic field is needed for particles

far from the central axis to achieve the same focusing.

2.3 Common Accelerator Magnets

Magnets are key components of beam lines to deflect and focus charged particles. There are combined

function magnets that can both deflect and focus, as well as separated function magnets that primarily

deflect or focus. Separated function magnets tend to be better suited for higher energy particles

because these magnets often saturate at higher fields [38], providing more flexibility for optimisations.

An overview of common magnetic elements will be presented, but will neglect fringe field effects which

can lead to a mismatch of beam parameters. An analytical expression that includes fringe fields is

discussed by Muratori et al. [39].
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Figure 2.3: Schematic cross-section diagram of a dipole magnet. The cross and point denote the
direction of the current in the coil. Figure adapted from Wiedemann [36].

2.3.1 Dipole Magnet

A dipole field is generated by current-carrying wires surrounded by a ferromagnetic yoke with a high

permeability 𝜇𝑟. Integrating Ampere’s law along the path in fig. 2.3 gives

(2𝐺)𝐵⟂ + ∮ B
𝜇𝑟

d𝑠 = 𝜇0(2𝑛𝐼), (2.6)

where 𝐵⟂ is the magnetic field normal to the magnet poles with a gap of 2𝐺 and a total current

of 2𝑛𝐼 for 𝑛 coils, and 𝜇0 is the vacuum permeability. For a large permeability, the integral term

becomes negligible which gives the current in each coil, 𝐼coil, as:

𝐼coil[A] = 1
𝑛𝜇0

𝐵⟂[T]𝐺[m]. (2.7)

This yields a magnetic field of

𝐵⟂ = 𝜇0𝑛𝐼coil
𝐺 . (2.8)

From the magnetic field, the radius of curvature of a particle travelling through a dipole magnet

is given by eq. 2.2,

1
𝜌 [m−1] = 𝑒𝐵⟂

𝑝 ≈ 0.3 𝐵⟂[T]
𝑝[GeV/c] . (2.9)

2.3.2 Quadrupole Magnets

Quadrupole magnets are used to focus particles. These magnets consist of coils wrapped around four

pole tips with alternating north and south poles as represented in fig. 2.4. From the polarity shown,

the magnet will focus a positively charged particle in the 𝑥-axis and defocus in the 𝑦-axis.
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Figure 2.4: Schematic diagram of a quadrupole magnet looking down the centre. The red arrows
show the direction of the force for a positively charged particle coming out of the page. Black loop
represents the integration path. Blue hyperbolic contour designate the poles. Adapted from Kain [40].

From the potential given by [36]:

𝑉 = −𝑔𝑥𝑦, (2.10)

where the equipotential lines are lines from the hyperbolas of 𝑥𝑦 = const. and 𝑔 is a field gradient,

the magnetic fields can be determined by

𝐵𝑥 = −𝜕𝑉
𝜕𝑥 = 𝑔𝑦, (2.11)

𝐵𝑦 = −𝜕𝑉
𝜕𝑦 = 𝑔𝑥. (2.12)

It can be noted that the strength of the magnetic field varies in proportion to the distance from the

central axis. To compute the quadrupole gradient, 𝑔, we take the path integral as given in fig. 2.4

and separate the field in the gap between poles and the iron of the magnet:

∮ B
𝜇0

d𝑟 = 2𝑛𝐼 = ∫
√

2𝑅

0

Bgap
𝜇0

d𝑟gap + ∫ Biron
𝜇𝑟

d𝑟iron,

= 1
𝜇0

∫
√

2𝑅

0
(𝑔𝑥) d𝑦, (2.13)

where the second integral term is negligible under the assumption 𝜇𝑟 ≫ 1 and we substitute the
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magnetic field component from eq. 2.12. Solving the integral and rearranging terms gives

2𝑛𝐼 = 1
𝜇0

(1
2𝑔 (

√
2𝑅)2)

⇒ 𝑔 =2𝜇0𝑛𝐼
𝑅2 (2.14)

The field gradient can be normalised to the particle momentum, giving the strength of a quadrupole

by

𝑘 = 𝑒𝑔
𝑝 , (2.15)

and expressed in practical units by:

𝑘[𝑚−2] ≃ 0.3 𝑔[T/m]
𝛽𝐸[𝐺𝑒𝑉 ] . (2.16)

For a quadrupole with length, ℓ, and assuming that the magnet field strength does not change

significantly, we get from eq. 2.5:

𝛼 = − 𝑒
𝑝𝐵𝑦ℓ = −𝑒𝑔

𝑝 𝑥ℓ = −𝑘𝑥ℓ, (2.17)

when related to eq. 2.4, this gives a focal length of

1
𝑓 = 𝑘ℓ. (2.18)

These results show that the focal length of a quadrupole increases with the energy of the beam.

However, a single quadrupole alone can only focus in one plane, while defocusing in the other. But a

system of quadrupole magnets in certain configurations can provide an overall focusing effect in both

planes [36].

2.3.3 Solenoid Lens

A solenoid can act as a magnetic lens to focus charged particles. When a current is passed through

the wire, a near uniform magnetic field is generated at the centre of the solenoid and falls outside the

coil. An off-axis charged particle which enters the solenoid will experience periodic focusing. This

results from a helical trajectory whilst traversing the solenoid with a radius of curvature smaller than
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the initial displacement [41]. The focal length of a solenoid lens is given by [38]:

1
𝑓sol

= ∫ (𝑒𝐵𝑠
2𝑝 )

2
d𝑠, (2.19)

where 𝐵𝑠 is the longitudinal component of the magnetic field. Since the focal length increases with

the square of the total momentum 𝑝, solenoid lenses tend to be most effective for low momentum

particles. A comparison of the performance of solenoids against doublet and triplet configurations of

quadrupole magnets can be seen in Hofmann [42].

2.4 Equations of Motion

The reference trajectory travelled by an ideal particle is dictated by the geometry of the beam line,

and specified in terms of the path length, 𝑠. Hill’s equation [36, 38, 43] gives the motion governing

the deviation from the reference trajectory.

2.4.1 Hill’s Equation

Hill’s equations of motion gives the motion for a beam where higher order terms are neglected. These

neglected terms include: magnet errors, fringe fields, dispersion, and chromatic effects. Using the

Frenet-Serret system (sec. 2.1), Hill’s equation is expressed by:

𝑥′′ + 𝐾𝑥(𝑠)𝑥 = 0, 𝐾𝑥(𝑠) = 𝑘(𝑠) + 1
𝜌(𝑠)2 , (2.20)

𝑦′′ + 𝐾𝑦(𝑠)𝑦 = 0, 𝐾𝑦(𝑠) = −𝑘(𝑠), (2.21)

where 𝑘(𝑠) represents the focusing term. The 1/𝜌(𝑠)2 term describes the weak focusing from a

bending magnet. This originates from the circular paths charged particles take when passing through

a uniform magnetic field, this can lead to the orbits of two particles to cross. This term can be

neglected at high energies compared to the strong focusing that results from a quadrupole. We can

recast the equations as

𝑢′′ + 𝐾(𝑠)𝑢 = 0, (2.22)

where the variable, 𝑢, can refer to either the transverse 𝑥 or 𝑦 position. Hill’s equation describes the

motion of a particle acting like a spring with a restoring force that varies over the distance of the

accelerator.

Every solution 𝑢(𝑠) to Hill’s equation is a linear combination of two arbitrary solutions: 𝐶(𝑠)
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and 𝑆(𝑠), which will be defined later. In order for 𝐶(𝑠) and 𝑆(𝑠) to be linearly independent, the

Wronskian, 𝑊 has to satisfy:

𝑊 = ∣
𝐶(𝑠) 𝑆(𝑠)
𝐶′(𝑠) 𝑆′(𝑠)

∣ ≠ 0 and d𝑊
d𝑠 = 𝐶(𝑠)𝑆′′(𝑠) − 𝑆(𝑠)𝐶′′(𝑠) = 0. (2.23)

The value of the Wronskian is determined by the initial conditions. A fundamental set of solutions

𝐶0(𝑠) and 𝑆0(𝑠) that satisfy convenient initial conditions at position 𝑠 = 𝑠0:

𝐶0(𝑠0) = 1 𝐶′
0(𝑠0) = 0 𝑆0(𝑠0) = 0 𝑆′

0(𝑠0) = 1, (2.24)

are referred to as Cosinelike and Sinelike [38, 43, 44]. The solution to Hill’s equation with initial

conditions 𝑢0 and 𝑢′
0 at 𝑠0 can be expressed by,

𝑢(𝑠) = 𝑢0𝐶0(𝑠) + 𝑢′
0𝑆0(𝑠), (2.25)

𝑢′(𝑠) = 𝑢0𝐶′
0(𝑠) + 𝑢′

0𝑆′
0(𝑠). (2.26)

Rewriting this as

⎛⎜⎜
⎝

𝑢(𝑠)
𝑢′(𝑠)

⎞⎟⎟
⎠

= ⎛⎜⎜
⎝

𝐶0(𝑠) 𝑆0(𝑠)
𝐶′

0(𝑠) 𝑆′
0(𝑠)

⎞⎟⎟
⎠⏟⏟⏟⏟⏟⏟⏟

𝑀(𝑠/𝑠0)

⎛⎜⎜
⎝

𝑢0

𝑢′
0

⎞⎟⎟
⎠

, (2.27)

gives a transfer matrix 𝑀(𝑠/𝑠0) from 𝑠0 to 𝑠. These equations hold for 𝐾(𝑠) whether or not it is

periodic. We can also note that for another position 𝑠1, a transfer matrix can be built with 𝐶1(𝑠)
and 𝑆1(𝑠), which will satisfy

𝐶1(𝑠1) = 1 𝐶′
1(𝑠1) = 0 𝑆1(𝑠1) = 0 𝑆′

1(𝑠1) = 1. (2.28)

2.4.2 Piecewise Constant Transport

To simplify the mathematics, the piecewise constant approximation can be used [38, 43]. In this

approximation, a single element of the accelerator is represented with a constant 𝐾, which allows

𝐶(𝑠) and 𝑆(𝑠) to be written as [38],

𝐾 > 0: 𝐶(𝑠) = cos (
√

𝐾𝑠) , 𝑆(𝑠) = 1√
𝐾

sin (
√

𝐾𝑠) , (2.29)

𝐾 < 0: 𝐶(𝑠) = cosh (√|𝐾|𝑠) , 𝑆(𝑠) = 1
√|𝐾|

sinh (√|𝐾|𝑠) . (2.30)
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Figure 2.5: Schematic diagram of a dipole sector magnet (left) and a dipole rectangular magnet
(right).

The transfer matrices for some of the common elements of an accelerator will be presented.

Drift Space

A drift space of distance ℓ without any magnetic elements gives 𝐾 = 0. This gives the transfer

matrix:

𝑀drift = ⎛⎜⎜
⎝

1 ℓ
0 1

⎞⎟⎟
⎠

. (2.31)

Dipole Magnet

There are two types of dipole magnet, one is a sector magnet, another is a rectangular dipole as

seen in fig. 2.5. For a sector magnet, the ends of the magnet are perpendicular to the trajectory.

Particles on the exterior end of the central trajectory will undergo more bending, while particles on

the interior end of the trajectory undergo less bending. In the plane of the bend (assumed to be 𝑥
here) the transfer matrices are:

𝑀𝑥,sector = ⎛⎜⎜
⎝

cos (𝜃) 𝜌 sin (𝜃)
− 1

𝜌 sin (𝜃) cos (𝜃)
⎞⎟⎟
⎠

, 𝑀𝑦,sector = ⎛⎜⎜
⎝

1 ℓ
0 1

⎞⎟⎟
⎠

, (2.32)

where 𝜃 = ℓ
𝜌 and the 𝑦-plane is the transfer matrix of a drift space.

For a rectangular dipole magnet, the ends of the magnet are not perpendicular to the trajectory.

Because of this, the fringe field term, tan (𝛿) /𝜌 must be considered, giving the transfer matrix:

𝑀rect = 𝑀exit ⋅ 𝑀sector ⋅ 𝑀entrance, where 𝑀entry,exit = ⎛⎜⎜
⎝

1 0
tan(𝛿entry,exit)

𝜌 1
⎞⎟⎟
⎠

. (2.33)
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In the case where the angle is small and the magnet is symmetric about the reference trajectory

(𝜃 ≪ 1 and 𝛿 = 𝜃/2), the transfer matrices are [36]:

𝑀𝑥,rect = ⎛⎜⎜
⎝

1 𝜌 sin(𝜃)
0 1

⎞⎟⎟
⎠

, 𝑀𝑦,rect = ⎛⎜⎜
⎝

cos (𝜃) 𝜌 sin (𝜃)
− 1

𝜌 sin (𝜃) cos (𝜃)
⎞⎟⎟
⎠

. (2.34)

Quadrupole Magnet

A quadrupole does not provide bending so the strength term is given by eq. 2.15. The transfer

matrices for focusing and defocusing quadrupoles of length ℓ and positive strength 𝑘 are

𝑀QF = ⎛⎜⎜
⎝

cos (
√

𝑘ℓ) 1√
𝑘 sin (

√
𝑘ℓ)

−
√

𝑘 sin (
√

𝑘ℓ) cos (
√

𝑘ℓ)
⎞⎟⎟
⎠

, (2.35)

𝑀QD = ⎛⎜⎜
⎝

cosh (√|𝑘|ℓ) 1
√|𝑘| sinh (√|𝑘|ℓ)

√|𝑘| sinh (√|𝑘|ℓ) cosh (|𝑘| ℓ)
⎞⎟⎟
⎠

. (2.36)

For a negative strength 𝑘, the matrices are interchanged such that 𝑀QF ↔ 𝑀QD. A further approx-

imation can be made when the focal length of the quadrupole is larger than the length of the lens

(𝑓 = (𝑘ℓ)−1 ≫ ℓ), which simplifies the transfer matrices to

𝑀QF = ⎛⎜⎜
⎝

1 0
1
𝑓 1

⎞⎟⎟
⎠

, 𝑀QD = ⎛⎜⎜
⎝

1 0
− 1

𝑓 1
⎞⎟⎟
⎠

. (2.37)

Multiple Elements

From the matrix representation in eq. 2.27, the motion through consecutive elements can be easily

combined as long as the transfer matrices for each element is known. For two consecutive elements

with magnet strengths 𝐾1 and 𝐾2, the transport from 𝑢0 to 𝑢2 can be described element by element

by,

⎛⎜⎜
⎝

𝑢1

𝑢′
1

⎞⎟⎟
⎠

= 𝑀 (𝑠1/𝑠0) ⎛⎜⎜
⎝

𝑢0

𝑢′
0

⎞⎟⎟
⎠

, ⎛⎜⎜
⎝

𝑢2

𝑢′
2

⎞⎟⎟
⎠

= 𝑀 (𝑠2/𝑠1) ⎛⎜⎜
⎝

𝑢1

𝑢′
1

⎞⎟⎟
⎠

. (2.38)

These solutions can be combined to give,

⎛⎜⎜
⎝

𝑢2

𝑢′
2

⎞⎟⎟
⎠

= 𝑀 (𝑠2/𝑠1) ⎛⎜⎜
⎝

𝑀 (𝑠1/𝑠0) ⎛⎜⎜
⎝

𝑢0

𝑢′
0

⎞⎟⎟
⎠

⎞⎟⎟
⎠

= 𝑀 (𝑠2/𝑠0) ⎛⎜⎜
⎝

𝑢0

𝑢′
0

⎞⎟⎟
⎠

, (2.39)
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where 𝑀(𝑠2/𝑠0) = 𝑀(𝑠2/𝑠1)𝑀(𝑠1/𝑠0). This can be extended for an arbitrary number of transport

elements. Hence, splitting the beam line into piecewise constant sections gives the particle transport

equation.

2.4.3 Stability Criterion

Beam line lattices are often arranged to repeat, particularly in a circular accelerator. It is of interest

to know if the lattice design leads to stable oscillations, over a large number of revolutions. This is

expressed by the stability criterion. To derive this criterion, we define a periodic transfer matrix for

𝑛 turns by:

𝑀(𝑠) = (𝑀(𝑠))𝑛 . (2.40)

To be stable, the elements of 𝑀𝑛 must be bounded as 𝑛 → ∞. The necessary conditions can be

found by examining the eigenvalues 𝜆 of:

𝑀𝑈 = 𝜆𝑈, where 𝑀 = ⎛⎜⎜
⎝

𝐶 𝑆
𝐶′ 𝑆′

⎞⎟⎟
⎠

, 𝑈 = ⎛⎜⎜
⎝

𝑢
𝑢′

⎞⎟⎟
⎠

. (2.41)

The eigenvalues are,

𝜆± = cos (𝜇) ± 𝑖 sin (𝜇) = 𝑒±𝑖𝜇, (2.42)

where the substitution (𝐶 + 𝑆′)/2 = cos(𝜇) was applied. The matrix 𝑀 can generally be expressed

in a more useful form called the Twiss form by,

𝑀 = 𝟙 cos(𝜇) + 𝐽 sin(𝜇), where 𝟙 = ⎛⎜⎜
⎝

1 0
0 1

⎞⎟⎟
⎠

, 𝐽 = ⎛⎜⎜
⎝

𝛼 𝛽
−𝛾 −𝛼

⎞⎟⎟
⎠

, (2.43)

where

𝛼 = 𝐶 − 𝑆′

2 sin(𝜇) , 𝛽 = 𝑆
sin(𝜇) , 𝛾 = − 𝐶′

sin(𝜇) , (2.44)

and the number of free parameters can be reduced by considering the determinant:

𝛽𝛾 − 𝛼2 = 1. (2.45)
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This Twiss form allows the 𝑛-th power of 𝑀 to be expressed by:

𝑀𝑛 = 𝟙 cos (𝑛𝜇) + 𝐽 sin (𝑛𝜇) . (2.46)

As the limit 𝑛 → ∞, the matrix elements will be bounded if and only if 𝜇 is real. This gives the

stability condition on the trace of 𝑀 :

|Tr (𝑀)| = |𝐶 + 𝑆′| ≤ 2. (2.47)

Under the stability criterion it can be seen that for a real value of 𝜇, the matrix elements execute

a bound oscillation. If 𝜇 was imaginary, the motion would become unbound and the terms would

increase exponentially with 𝑛 and be lost.

2.4.4 The Beta Function

The transfer matrix 𝑀(𝑠), expressed in the Twiss form with a dependence on 𝑠 is:

𝑀(𝑠) = ⎛⎜⎜
⎝

1 0
0 1

⎞⎟⎟
⎠

cos(𝜇) + ⎛⎜⎜
⎝

𝛼(𝑠) 𝛽(𝑠)
−𝛾(𝑠) −𝛼(𝑠)

⎞⎟⎟
⎠

sin(𝜇). (2.48)

The terms in the matrix can be expressed in terms of the function 𝛽(𝑠), which due to the periodicity

of the transfer matrix for a period 𝐿, has the property:

𝛽(𝑠 + 𝐿) = 𝛽(𝑠). (2.49)

The two other terms can be expressed in terms of the beta function by considering eq. 2.41 and

eq. 2.45 to get:

𝛼(𝑠) = − 𝛽′(𝑠)
2 , (2.50)

and 𝛾(𝑠) =1 + 𝛼2(𝑠)
𝛽(𝑠) . (2.51)

From Floquet’s theorem two independent solutions can be expressed in terms of the beta function

[38,43,44]:

𝑢1,2(𝑠) = 𝑎√𝛽(𝑠)𝑒±𝑖𝜇(𝑠) where 𝜇(𝑠) = ∫
𝑠

𝑠0

d𝑡
𝛽(𝑡) , (2.52)

where 𝑎 is a constant. Hence, a particle trajectory can be described by the real solution to Hill’s
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equation:

𝑢(𝑠) =𝑎√𝛽(𝑠) cos (𝜇(𝑠) − 𝛿) , (2.53)

𝑢′(𝑠) = − 𝑎
√𝛽(𝑠)

(sin (𝜇(𝑠) − 𝛿) + 𝛼(𝑠) cos (𝜇(𝑠) − 𝛿)) , (2.54)

which for an arbitrary constant phase, 𝛿, gives a parametric representation of an ellipse in the trans-

verse trace space plane. In other words, the trajectory of a particle is described by the Twiss pa-

rameters. From this point onwards, it will be implied that the Twiss parameters have an implicit

dependence on 𝑠.

2.5 Beam Distributions

Sec. 2.4 focused on describing the transport equation for a single particle. However, it is often more

useful to describe the entire beam.

2.5.1 Beam Emittance and Twiss Parameters

The transport equation from sec. 2.4.4 can be used to trace the outline of an ellipse in the transverse

trace space (𝑢, 𝑢′). A varying amplitude and phase will fill the insides of the ellipse. Hence, an entire

beam is described by an ellipse in trace space.

Liouville’s Theorem

To describe the trace space ellipse, it is useful to introduce a fundamental theorem of classical me-

chanics, Liouville’s theorem [45]. The theorem states that under the influence of conservative and

differentiable forces, all configurations beginning in a phase space volume dΓ, will after a period of

time end up in a volume dΓ′. The two states will have the same volume, but may not share the

same shape. Often the longitudinal plane can be treated independently of the transverse planes. In

the longitudinal plane it is natural to use the energy as a variable along with time, its canonical

conjugate. According to Liouville and under Hamiltonian forces, the area occupied by the beam

will be conserved. For the transverse planes, the trace space variables (𝑢, 𝑢′) are not the canonical

conjugate variables. Instead, the ellipse needs to be described with the canonical conjugate variables

of position and momentum (𝑢, 𝑝𝑢) for the area to be conserved when accelerated.
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2.5.2 Courant-Snyder Invariant

The Courant-Snyder invariant has the form of a rotated ellipse which is centred at the origin in the

trace space (𝑢, 𝑢′) and is defined by:

𝛾𝑢(𝑠)2 + 2𝛼𝑢(𝑠)𝑢′(𝑠) + 𝛽𝑢′(𝑠)2 = 𝑎2 = 𝜖. (2.55)

A physical interpretation of this invariant is that an ellipse can be described by four parameters: 𝛽,

𝛼, 𝛾, and 𝜖, with the area of the ellipse given by 𝜋𝜖. The term 𝜖 is called the emittance and the other

terms referred to as the Twiss parameters with the same definitions as given in sec. 2.4.4. As the

beam evolves, the form of the ellipse changes, but emittance stays constant under Liouville’s theorem.

As a result, particles stay within the ellipse as it changes. Hence, all particles inside the ellipse have

an amplitude factor 𝑎 ≤ √𝜖. This description is quite useful as it shows that a beam of particles can

be described with the previous formulae for a single particle.

As discussed above, for the transverse plane the canonical conjugate variables are not position

and angle. Thus, when solely considering the transverse emittance, the emittance decreases inversely

with the momentum as particles are accelerated [38]. The relation between the angle and momentum

is through: 𝑝𝑢 = 𝑝0𝑢′, where 𝑝0 is the total momentum. If instead the ellipse is described with the

phase space (𝑢, 𝑝𝑢), one still gets an ellipse, but with an area given by 𝜋𝑝0𝜖. This is defined as a

normalised emittance:

𝜖𝑁 = ( 𝑝0
𝑚0𝑐 ) 𝜖, (2.56)

where 𝑚0 is the mass of the particle and 𝑐 is the speed of light. In contrast to the emittance, the

normalised emittance remains invariant as the beam is accelerated.

Statistical Definition of Beam Emittance

The definition of the beam emittance in the Courant-Snyder invariant in eq. 2.55 can sometimes be

difficult to apply. A definition based on a beam distribution is often more practical, particularly when

the coordinates of all particles in a beam is known such as in simulations.

Given that the beam emittance describes the spread of particles, it is conceptually similar to the

standard deviation which measures the dispersion:

𝜎𝑢 =
√√√
⎷

1
𝑁

𝑁
∑
𝑖=1

(𝑢𝑖 − 𝑢)2, (2.57)

where the overline in 𝑢 represents the average. If the average position and angle are zero, then the
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root mean square (RMS) emittance for the distribution of points can be defined as the product of

the standard deviation in 𝑢 and 𝑢′:

𝜖 = 𝜎𝑢𝜎𝑢′ . (2.58)

A scaling factor can be added to include a larger majority of points within the ellipse. Generally, the

distribution of particles may be rotated such that there exists a correlation between the position and

angle. Also, the origin of the coordinate axis may not be at the barycentre of the distribution. A

definition for the RMS emittance for a rotated distribution is derived in Buon [46] and given by:

𝜖 = √𝜎𝑢𝑢𝜎𝑢′𝑢′ − (𝜎𝑢𝑢′)2 =
√√√√
⎷

∣
𝜎𝑢𝑢 𝜎𝑢𝑢′

𝜎𝑢′𝑢 𝜎𝑢′𝑢′

∣ (2.59)

where the emittance is defined in terms of the variance and correlation of position and angle. These

terms are defined by:

𝜎𝑢𝑢 = ⟨𝑢2⟩ = 1
𝑁

𝑁
∑
𝑖=1

(𝑢𝑖 − 𝑢)2 , (2.60)

𝜎𝑢′𝑢′ = ⟨𝑢′2⟩ = 1
𝑁

𝑁
∑
𝑖=1

(𝑢′
𝑖 − 𝑢′)2 , (2.61)

𝜎𝑢𝑢′ = ⟨𝑢𝑢′⟩ = 1
𝑁

𝑁
∑
𝑖=1

(𝑢𝑖 − 𝑢) (𝑢′
𝑖 − 𝑢′) . (2.62)

A full expression for the beam emittance in a six dimensional phase space is given by:

𝜖2 =

∣
∣
∣
∣
∣
∣
∣
∣
∣
∣

𝜎𝑥𝑥 𝜎𝑥𝑥′ 𝜎𝑥𝑦 𝜎𝑥𝑦′ 𝜎𝑥𝑧 𝜎𝑥𝑧′

𝜎𝑥′𝑥 𝜎𝑥′𝑥′ 𝜎𝑥′𝑦 𝜎𝑥′𝑦′ 𝜎𝑥′𝑧 𝜎𝑥′𝑧′

𝜎𝑦𝑥 𝜎𝑦𝑥′ 𝜎𝑦𝑦 𝜎𝑦𝑦′ 𝜎𝑦𝑧 𝜎𝑦𝑧′

𝜎𝑦′𝑥 𝜎𝑦′𝑥′ 𝜎𝑦′𝑦 𝜎𝑦′𝑦′ 𝜎𝑦′𝑧 𝜎𝑦′𝑧′

𝜎𝑧𝑥 𝜎𝑧𝑥′ 𝜎𝑧𝑦 𝜎𝑧𝑦′ 𝜎𝑧𝑧 𝜎𝑧𝑧′

𝜎𝑧′𝑥 𝜎𝑧′𝑥′ 𝜎𝑧′𝑦 𝜎𝑧′𝑦′ 𝜎𝑧′𝑧 𝜎𝑧′𝑧′

∣
∣
∣
∣
∣
∣
∣
∣
∣
∣

. (2.63)

In the case of no correlation between the planes, the off-diagonal terms are zero, which splits the

determinant into three 2 × 2 determinants. A comparison to the Courant-Snyder invariant gives a
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relationships between the Twiss parameters and the standard deviations:

𝜎𝑢 = √𝜖𝛽, (2.64)

𝜎𝑢′ = √𝜖𝛾, (2.65)

𝑟𝜎𝑢𝑢′ = −𝛼𝜖, (2.66)

where 𝑟 = 𝜎𝑢𝑢′/√𝜎𝑢𝑢𝜎𝑢′𝑢′ is the correlation coefficient.

2.5.3 Beam Envelope and Divergence

As has been shown, an arbitrary particle, 𝑖, lying within an ellipse will follow a trajectory given by

𝑢𝑖(𝑠) = √𝜖𝛽 cos (𝜇(𝑠) + 𝛿𝑖) . (2.67)

The cosine term will have a maximum and minimum value of ±1, which allows the beam envelope,

𝐸(𝑠), to be defined for all particles:

𝐸(𝑠) = √𝜖𝛽. (2.68)

As the beam envelope depends on the beta function, knowledge and manipulation of the beta function

is critical to the design of beam lines. Similarly, the beam divergence, 𝐴(𝑠), is defined by:

𝐴(𝑠) = √𝜖√1 + 𝛼2

𝛽 = √𝜖𝛾. (2.69)

The relation of the Twiss parameters to the ellipse is summarised in fig. 2.6. When 𝛼 = 0, the

beam envelope has a local minimum called the waist. Taking the ratio of the beam size to beam

divergence at this point gives the beta function:

𝐸waist(𝑠)
𝐴waist(𝑠) =

√𝜖𝛽
√ 𝜖

𝛽
= 𝛽. (2.70)

2.5.4 Twiss Parameter Transformation

Since the Twiss parameters 𝛽, 𝛼, 𝛾, and emittance 𝜖 characterize the beam ellipse, an understanding

of how the parameters transform is of importance. Using the property that a cosine wave can be

decomposed into a linear combination of a sine and cosine, the solution to Hill’s equation can be
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Figure 2.6: Beam ellipse in trace space.

expressed by:

𝑢(𝑠) = 𝑎√𝛽 cos(𝜇(𝑠)) + 𝑏√𝛽 sin(𝜇(𝑠)). (2.71)

Setting initial conditions at position 𝑠 = 0:

𝜇(0) = 0, 𝛽(0) = 𝛽0, 𝛼(0) = 𝛼0, 𝑢(0) = 𝑢0, 𝑢′(0) = 𝑢′
0, (2.72)

gives for the amplitude factors:

𝑎 = 1
√𝛽0

𝑢0, (2.73)

𝑏 = 𝛼0
√𝛽0

𝑢0 + √𝛽0𝑢′
0. (2.74)

Substitution of the amplitude factors gives:

𝑢(𝑠) =√ 𝛽
𝛽0

[cos(𝜇(𝑠)) + 𝛼0 sin(𝜇(𝑠))] + √𝛽𝛽0 sin(𝜇(𝑠))𝑢′
0, (2.75)

𝑢′(𝑠) = [(𝛼0 − 𝛼) cos(𝜇(𝑠))
√𝛽0𝛽 − (1 + 𝛼𝛼0) sin(𝜇(𝑠))

√𝛽0𝛽 ] 𝑢0 + √𝛽0
𝛽 [cos(𝜇(𝑠)) − 𝛼 sin(𝜇(𝑠))] 𝑢′

0, (2.76)
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this can be succinctly expressed in matrix formulation as:

⎛⎜⎜
⎝

𝐶(𝑠) 𝑆(𝑠)
𝐶′(𝑠) 𝑆′(𝑠)

⎞⎟⎟
⎠

= ⎛⎜⎜
⎝

√ 𝛽
𝛽0

[cos(𝜇(𝑠)) + 𝛼0 sin(𝜇(𝑠))] √𝛽𝛽0 sin(𝜇(𝑠))
(𝛼0−𝛼) cos(𝜇(𝑠))

√𝛽0𝛽 − (1+𝛼𝛼0) sin(𝜇(𝑠))
√𝛽0𝛽 √ 𝛽0

𝛽 [cos(𝜇(𝑠)) − 𝛼 sin(𝜇(𝑠))]
⎞⎟⎟
⎠

. (2.77)

By considering the inverse of the transformation matrix and substituting into the Courant-Snyder

invariant allows the Twiss parameters to be expressed in matrix formalism by:

⎛⎜⎜⎜⎜⎜⎜
⎝

𝛽
𝛼
𝛾

⎞⎟⎟⎟⎟⎟⎟
⎠

=
⎛⎜⎜⎜⎜⎜⎜
⎝

𝐶2 −2𝑆𝐶 𝑆2

−𝐶𝐶′ 𝑆𝐶′ + 𝑆′𝐶 −𝑆𝑆′

𝐶′2 −2𝑆′𝐶′ 𝑆′2

⎞⎟⎟⎟⎟⎟⎟
⎠

⎛⎜⎜⎜⎜⎜⎜
⎝

𝛽0

𝛼0

𝛾0

⎞⎟⎟⎟⎟⎟⎟
⎠

. (2.78)

These results show that the Twiss parameters can be transformed in a piecewise manner through

the beam line. As long as the initial Twiss values are known, the values at any point in the beam

line can be calculated.

2.6 Space-Charge Effects

Collective effects also need to be considered for beams. One example is space-charge which arises

from the charge and current of the beam. As will be shown, the result of space-charge can lead to an

increase of the beam size.

2.6.1 Self-Fields

Space-charge originates from the particles in a beam interacting with each other, where two particles

with the same charge experience a repulsive Coulomb force. If the particles are also travelling, there

will be an attractive force from the magnetic fields. The sum of these two forces will give an overall

repulsive force, which decreases as the particle velocity increases. An expression for the sum of these

two forces was derived by Schindl [47], with the result:

𝐹𝑢 = 𝑒𝐼
2𝜋𝜀0𝛽𝑐𝛾2𝑎2 𝑢, (2.79)

where 𝑒 is the charge, 𝐼 the current, 𝜀0 the vacuum permittivity, 𝛽 the ratio of the velocity to speed

of light, 𝑐 the speed of light, 𝛾 the Lorentz factor, 𝑎 the beam radius, and 𝑢 representing either

transverse coordinate. Fig. 2.7 shows the space-charge force acting on a uniform and Gaussian beam,

with a comparison to a focusing quadrupole.
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Figure 2.7: Comparison of the horizontal force of a quadrupole (left), space-charge on a uniform beam
(middle), and space-charge on a Gaussian beam (right). Image taken from Schindl [47].

Hill’s equation can be modified to include space-charge [47,48]:

𝑢′′ + (𝐾(𝑠) + 𝐾SC(𝑠)) 𝑢 = 0 where 𝐾SC = − 2𝑟0𝐼
𝑒𝑎2𝛽3𝛾3𝑐 , (2.80)

where 𝑟0 is the classical particle radius. As can be seen, the focusing term, 𝐾(𝑠) is reduced due

to the presence of the space-charge. In addition to self-fields, there are also additional space-charge

effects that can arise due to interactions with the environment, such as the beam pipe, magnets, and

diagnostic equipment.

2.6.2 Space-Charge Limit

As space-charge depends on the beam intensity, there will be a limit on the maximum intensity,

known as the space-charge limit. Exceeding this limit may lead to a significant increase of the beam

size and emittance and lead to beam losses. To counter the space-charge effect, it is typical either to

lower the beam intensity or to increase the beam energy.



Chapter 3

Particle Therapy

Hadrons are composite particles which are made up of two or more quarks. Two well known hadrons

are protons and neutrons which compose the atomic nuclei. Charged particle therapy typically refers

to therapy where patients are irradiated with protons and other heavy ions. The definition of a heavy

particle is a bit arbitrary and can change depending on the context. In the context of particle therapy,

it often refers to any particle heavier than protons [49].

This chapter will introduce some of the common terms as well as underlying physics used in

radiation oncology. Introducing these terms will help to establish the context for radiotherapy and

the chapter will conclude with a discussion of common dosimeters currently in use for proton beams.

These underlying physics form the basis of particle simulations codes like Geant4 [50].

3.1 Particle Interactions with Matter

Ionising radiation directed at a tumour causes DNA lesions which damage the structure of cancer cells.

Of the type of lesions that can occur, double-strand breaks (DSB) are quite effective in inhibiting

DNA repair pathways. Erroneous repair of DNA structures negatively affects the stability of a genome

and leads to the formation of aberrations which may lead to cell death. A detailed overview of DSB

repair pathways is discussed in Mladenov et al. [51]. The interactions between ionising radiation

and DNA structures is a key role for radiation oncologists. A deeper understanding could allow for

targeted elimination of specific repair pathways in tumour cells, increasing treatment efficiency.

Ionising radiation is grouped as either directly or indirectly ionising. Indirectly ionising radiation

occurs from neutral particles which ionise particles through secondary interactions. For example,

photons interact with cellular water to produce free radicals and electrons which can interact with

the medium. In contrast, charged particles are directly ionising and can interact directly with the

52
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cells. Examples of charged particles include: alpha particles, beta particles, protons, and other

charged nuclei. Directly ionising radiation will be the primary focus for this chapter and thesis.

3.1.1 Energy Loss

Charged particles lose energy when moving through a medium primarily through excitation and

ionisation. The scattering processes of a charged particle experiences will dictate the amount of

energy lost. The maximum transferable kinetic energy for a relativistic incident particle to transfer

to an electron in a head-on collision can be found by considering the conservation of energy and

momentum [52]:

𝑇max = 2𝑚𝑒𝑐2𝛽2𝛾2

1 + 2𝛾𝑚𝑒
𝑚0

+ ( 𝑚𝑒
𝑚0

)2 , (3.1)

where 𝑚𝑒 is the mass of an electron, 𝑚0 and 𝑝, are the mass and momentum of the incident particle,

𝑐 is the speed of light, 𝛽 is the ratio of the speed of the particle and 𝑐, and 𝛾 is the Lorentz factor.

For reference, the maximum transferable kinetic energy for a 10 MeV proton is about 0.0219 MeV,

and for 100 MeV is about 0.229 MeV. The maximum percentage of energy transferred increases with

energy, such that a 1 TeV proton can transfer over half of its energy.

3.1.2 Bethe-Bloch Formula

The Bethe-Bloch formula gives a description of the mean energy loss of a charged particle (𝑚0 ≫ 𝑚𝑒)

travelling through a medium [53]:

−d𝐸
d𝑥 = 𝐾𝑧2 𝑍

𝐴
1
𝛽2 [1

2 ln (2𝑚𝑒𝑐2𝛽2𝛾2𝑇max
𝐼2 ) − 𝛽2 − 𝛿(𝛽𝛾)

2 ] . (3.2)

This gives the mass stopping power with the units MeV g−1cm2, which is plotted in fig. 3.1. The

terms that appear in the formula are:

𝐾 = 4𝜋𝑁𝐴𝑟2
𝑒𝑚𝑒𝑐2

𝑁𝐴 – The Avogadro constant

𝑟𝑒 – Classical electron radius

𝑧 – Charge of the incident particle

𝑍, 𝐴 – Atomic number and weight of absorber material

𝐼 – Mean excitation energy
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Figure 3.1: Mass stopping power plot for positive muons in copper as a function of momentum. Taken
from the 2020 published review by the Particle Data Group (PDG) [53].

𝛿(𝛽𝛾) – Density effect correction due to polarisation

Comparing eq. 3.2 to the plot it can be seen that as 1/𝛽2 increases, the stopping power initially

decreases. This continues for low energy particles until a minimum is reached. Relativistic particles

with an energy loss in this minimum region are called minimum-ionising particles (MIPs). But as

the energy of the particle increases beyond this point, the energy loss starts to rise. This is described

by the logarithmic term in the equation, which dominates at high energies. From the equation,

it can be seen that the absorber material will have an influence on the energy loss and is directly

proportional to the density of electrons in the absorber. As a result, the loss rate in a human body

will have a strong dependence on the composition and density. The Bethe-Bloch formula in eq. 3.2

can be a good approximation in the regions of 0.1 ≤ 𝛽𝛾 ≤ 1000. But for lower energies, higher order

corrections need to be included [53]. Furthermore, only the energy loss from ionisation and excitation

is described, whereas at higher energies, losses from radiation will dominate.

The Bethe-Bloch formula only gives the mean energy loss of charged particles. Due to the statisti-

cal nature of ionisation, a thin absorber (relative to the mean free path) would see a strong fluctuation

around the average energy loss. The distribution of the energy loss in the layer of material can be

approximated according to the Landau distribution. However, in experiments the actual distribution

tends to be broader [54]. For thicker absorbers, the tail in the Landau distribution will reduce and a
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Gaussian distribution becomes a better approximation to model the energy loss distribution.

3.2 Common Interaction and Dosimetric Quantities

Radiation dosimetry deals with measurements and calculations for energy depositions in a medium

for ionising radiation. Various quantities are used to characterise the radiation. Some of the common

quantities will be presented below.

3.2.1 Fluence

The particle fluence Φ, represents the number of protons, 𝑁 , incident on a small sphere with infinites-

imal area d𝐴. Similarly, an energy fluence Ψ, can be defined for the radiant energy d𝐸kin. The two

quantities are expressed by:

Φ =d𝑁
d𝐴 , (3.3)

Ψ =d𝐸kin
d𝐴 = Φ𝐸kin. (3.4)

The reason that a sphere is considered is because the area perpendicular to the direction of the

particle will be independent of the incident angle. For beams with an energy spread, the fluence

are spectrums. The particle and energy fluence rate are the time derivatives for the two fluence

quantities:

Φ̇ =dΦ
d𝑡 , (3.5)

Ψ̇ =dΨ
d𝑡 . (3.6)

3.2.2 Stopping Power

The stopping power defines the amount of energy lost to a medium by a charged particle. Dividing

the stopping power by the density of the absorbing medium gives the mass stopping power. There

are two types of stopping powers: collisional and radiative.

For the collisional stopping power, collisions can be defined as soft or hard. A soft collision is

when the interaction occurs at a distance considerably greater than the atomic radius. This leads

to a collision with a small energy transfer. A hard collision is when the interaction occurs close to

the atomic radius, and can produce secondary electrons with high energies (delta rays). Radiative

stopping power correspond to the nuclear interactions that occur between charged particles and

atomic nuclei.
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It is normally of interest to determine the energy deposited within a volume. However, high energy

delta electrons may escape and carry energy away from the volume. Because of this, it becomes useful

to define a restricted collisional stopping power. This definition excludes any interactions that take

energy away from the interaction volume. The Bethe-Bloch equation can be modified to account for

delta electrons carrying energy away up to a limit 𝑇cut:

− d𝐸
d𝑥 ∣

𝑇 <𝑇cut

= 𝐾𝑧2 𝑍
𝐴

1
𝛽2 [1

2 ln (2𝑚𝑒𝑐2𝛽2𝛾2𝑇cut
𝐼2 ) − 𝛽2

2 (1 + 𝑇cut
𝑇max

) − 𝛿(𝛽𝛾)
2 ] . (3.7)

3.2.3 Linear Energy Transfer

The linear energy transfer (LET) is the average energy transferred locally to an absorbing medium.

From the definition alone, it can be seen that LET is very similar to the stopping power. The key

difference is that LET does not consider nuclear interactions. According to ICRU report 85 [55],

the LET is the same quantity as the restricted linear collisional stopping power. The unrestricted

linear energy transfer is defined when no limit is placed on the energy carried away. In this case, the

unrestricted linear energy transfer is equal to the total electronic stopping power.

LET has another definition which is used to describe the mean value of the collisional stopping

power [56]. This value can be calculated along the track of a single particle, or by averaging the

stopping powers of all particles at a particular point. Two common implementations are: track

averaged LET and dose averaged LET. The track averaged LET is the mean value of the stopping

power weighted by the fluence. The dose averaged LET is the stopping power for each individual

proton weighted by its contribution to the dose.

3.2.4 Kerma and Cema

As photons are indirectly ionising radiation, they impart energy in two steps: first by transferring

energy to secondary charged particles, then by transferring energy to the medium. To describe the

average kinetic energy transferred to the liberated charged particles, the kinetic energy released per

unit mass (kerma), 𝐾 is defined by:

𝐾 = d𝐸tr
d𝑚 , (3.8)

where d𝐸tr is the average sum of the kinetic energies of all charged particles liberated in a material

of mass d𝑚.

A similar quantity is the converted energy per unit mass (cema) for directly ionising radiation. In

contrast to the kerma, the cema describes the energy lost by charged particles but excludes secondary
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electrons. The cema 𝐶 is defined by:

𝐶 = d𝐸𝑐
d𝑚 , (3.9)

where d𝐸𝑐 is the energy lost by charged particles.

3.2.5 Absorbed Dose

The absorbed dose in a volume is the average energy 𝐸 lost by ionising radiation to an absorbing

medium with mass 𝑚:

𝐷 = d 𝐸
d𝑚 . (3.10)

Typically the dose is expressed in units of Gray (= J/kg).

Looking at the units for the dose it can be seen that the absorbed dose is similar to the kerma

and cema. The key difference lies within the definition of these terms. The dose is the sum of all

energies entering the volume minus the energy leaving the volume. The kerma disregards the energy

transport of longer ranged charged particles, so these particles are still included in the quantity. In

contrast, the cema disregards the energy dissipation of secondary electrons. A reduced cema, 𝐶∆, can

also be defined with a cutoff in energy for all electrons of Δ. In general, the difference between the

dose and cema is small compared to the difference between dose and kerma [57].

Relationship of Dosimetric Terms to Dose

From dimensional analysis, one can relate the dose to the fluence and stopping power [58]. For an

infinitesimal cylinder with d𝑁 particles passing through a cross sectional area d𝐴, of thickness of d𝑥,

and density 𝜌, gives a dose of:

𝐷 = energy
mass =− ( d𝐸

d𝑥 ) × d𝑥 × d𝑁
𝜌 × d𝐴 × d𝑥 ,

=Φ𝑆
𝜌 . (3.11)

Here Φ is the fluence and 𝑆/𝜌 is the mass stopping power.

3.2.6 Range

The range of a particle refers to the distance a charged particle travels in a medium until it stops.

But a charged particle interacts with multiple electrons as it proceeds through a medium. During

each interaction, a small fraction of the kinetic energy of the incident particle will be lost. Because
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the energy loss occurs as a result of a finite number of individual interactions, the particle does not

stop at the same depth. This makes the range an average quantity. This phenomenon is referred to

as range straggling (or energy straggling). Since it is convenient to treat the particle as losing energy

gradually and continuously, an approximation called the continuous slowing down approximation

(CSDA) is often used. It represents the average path length along the particle trajectory for it to

come to a stop. The CSDA range is the integral of the inverse of the stopping power for a charged

particle with an initial kinetic energy of 𝑇0 [59, 60]:

𝑅CSDA = ∫
𝑇0

0
[𝑆(𝐸)

𝜌 ]
−1

d𝐸. (3.12)

For heavily charged particles, a projected range can also be defined. The projected range refers to

the penetration depth in absorbers. One definition of the projected range is the mean projected range

𝑅. This refers to the thickness of the absorber where 50% of incident particles are stopped. Another

definition is the extrapolated projected range 𝑅0, which is the distance for the particle energy to

fall to zero. It is extrapolated from the penetration curve and is particularly useful for experimental

measurements. Finally, the maximum depth of penetration 𝑅max, represents the thickness of the

absorber sufficient to attenuate the incident particles to an undetectable level, though this level is not

precisely defined.

Databases such as PSTAR [59] by the National Institute of Standards and Technology can be used

to generate stopping powers and ranges for protons. A comparison of the CSDA range and 𝑅max

plotted against the incident energy can be generated from PSTAR for protons in water as can be

seen in fig. 3.2. For high energy protons, the difference between the two quantities is negligible, but a

difference can be observed at low energies. Water is typically used to estimate the beam penetration

because water and tissue have a similar density and effective 𝑍/𝐴. As a result, proton energy loss and

range is often measured in terms of their water-equivalence. This is measured by placing a degrader

upstream of a water phantom and measuring how the Bragg peak shifts.

From fig. 3.2 it can be seen that at higher energies, the logarithm of energy and range appears to

be linear. Bragg and Kleeman observed this and approximated the range of protons to energy by the

Bragg-Kleeman rule [61]:

𝑅 = 𝛼𝐸𝑝, (3.13)

where 𝛼 is a constant dependent on the material, 𝐸 is the initial energy of the proton beam, and 𝑝
is an energy dependent parameter.
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Figure 3.2: Range table for protons in water. The difference comes from the definition of the range
where the projected range is the average penetration depth from the surface. While the CSDA range
is the average path length travelled. Generated from PSTAR [59].

3.2.7 Relative Biological Effectiveness

Since conventional photon therapy is better understood compared to hadron therapy, many treatment

schemes with hadrons are planned based on photon treatments. Doses for protons are often compared

to the photon doses needed to achieve the same biological effect. This quantity is the relative biological

effectiveness (RBE) which is the ratio of the reference radiation, 𝐷X, to a radiation of type R, 𝐷R:

RBE (endpoint) = 𝐷X
𝐷R

. (3.14)

An RBE adjusted dose is then defined as the product of the physical dose and the RBE. In other

words, prescription doses are defined in reference to photons.

Protons are typically assumed to have an RBE value of 1.1, which means patients receive a dose

about 10% lower than a comparable treatment with photons. This value is based on experiments in

the early days of proton therapy [62]. Although the use of a single value for the proton RBE greatly

simplifies treatment planning, it is well-known that the RBE is not constant [63]. This is corroborated

by experimental results as seen in fig. 3.3. As RBE is affected by the type of tissue, this can lead

to an extension in the depth of a few millimetres [64]. Furthermore, RBE is known to depend on a

large number of factors which include: dose, biological endpoint, and LET. The relationships of these

factors to the RBE still needs to be better understood in order for treatment planning to incorporate



60 CHAPTER 3. PARTICLE THERAPY

Figure 3.3: Experimental RBE values (relative to 60Co) taken from Paganetti et al. [63]. Left: In vitro
measurements using Chinese Hamster cell lines (closed symbols) and other cell lines (open symbols).
Right: RBE values for jejunal crypt cells (closed symbols) and other tissues (open symbols).

RBE variations.

3.3 Proton Interactions

In a radiotherapy context, protons interact with matter in three ways [58]: slowing due to collisions

with atomic electrons (stopping), deflection by collisions with atomic nuclei (scattering), and head-

on collisions with a nucleus (nuclear interactions). Although proton Bremsstrahlung can occur, for

therapeutic energies this effect is often neglected since it only becomes prominent at highly relativistic

energies. A summary of the proton interactions [65] is presented in table 3.1. These interactions when

combined together lead to the pronounced peak in the solid red line shape in fig. 3.4 called the Bragg

peak. The shape of the depth-dose distribution can be exploited to concentrate the majority of the

delivered dose into a volume.

Stopping

Protons primarily lose energy due to frequent inelastic Coulomb interactions with atomic electrons.

At a certain depth (range), the protons stop, and any loss becomes negligible beyond the stopping

point. Due to range straggling, there will be a spread in the range. From the Bethe-Bloch equation,

the rate of energy loss increases as the proton slows down.

Scattering

A proton passing close to the atomic nucleus will experience a repulsive elastic Coulomb interaction.

The deflection is small for a single interaction, but a combination of these deflections will lead to

an observable angular spread. Multiple Coulomb scattering (MCS) for protons in a slab of material
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Table 3.1: Summary of the interactions of a proton at therapeutic energies.

Target Products Primary
Proton Effect Dosimetry

Inelastic
Coulomb
scattering

Atomic electrons Primary proton,
electrons

Quasi-
continuous
energy loss

Range in patient

Elastic Coulomb
scattering

Atomic nucleus Primary proton,
recoil nucleus

Deflection Penumbral
sharpness

Non-elastic
nuclear reactions

Atomic nucleus Secondary
proton,

neutrons, heavy
ions, etc.

Loss of primary
proton

Fluence,
generation of

neutrons

Bremsstrahlung Atomic nucleus Primary proton,
Photons

Energy loss,
deflection

Negligible

Figure 3.4: The depth-dose distribution for protons (solid red line = pristine Bragg peak, solid blue
line = spread-out Bragg peak) compared against photons and electrons. Plot taken from Cianchetti
[66].
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leads to a spatial spread that looks approximately Gaussian. This is because the scattering angle is

typically small [58], but can depend on the type of absorbing material.

Nuclear Interactions

Although non-elastic nuclear reactions between protons and the atomic nucleus occur less often

compared to electromagnetic interactions, they can have more profound effects. In these interactions,

the nucleus is transformed and will eject secondaries such as protons, deuterons, and other ions.

These secondaries have lower energies and larger angles compared to the primary proton. Secondary

protons can comprise as much as 10% of the absorbed dose in a treatment [65], with deuterons and

other heavy ions comprising a much smaller proportion and depositing their energy locally. However,

neutrons can also be produced which have high biological effectiveness, and may lead to significant

side effects in patients [67,68].

3.4 Multiple Coulomb Scattering

Multiple Coulomb scattering (MCS) is the sum of multiple small-angle deflections due to interactions

of protons with the atomic nuclei. Most protons will have an angular distribution that resembles a

Gaussian distribution, but this will not be exact due to the occurrence of rare large single scatters.

3.4.1 Molière’s Theory

There are a variety of theories proposed to predict the form of the MCS angular distribution with

the most comprehensive theory proposed by Molière in 1948 [69]. However, there are limits to the

application of this theory as it generalises the scattering to arbitrarily thick targets composed of

compounds and mixtures. The mathematics behind the theory is quite involved and requires the

introduction of several quantities. One of these quantities is the characteristic single scattering angle,

𝜒𝑐. It represents a limit on the maximum angle a proton will be deflected by for a single event whilst

traversing a target. Though it is possible for a rare single scattering event to occur which exceeds

this angle. This quantity is expressed by [58]:

𝜒𝑐
2 = 𝑐3𝑡

(𝑝𝑣)2 where 𝑐3 = 4𝜋𝑁𝐴 ( 𝑒2

ℏ𝑐 )
2

(ℏ𝑐)2 𝑧2𝑍2

𝐴 , (3.15)

where 𝑁𝐴 is Avogadro’s constant, (𝑒2/ℏ𝑐) ∼ 1/137 is the fine structure constant, 𝑧 is the proton charge

number, 𝑍 is the target atomic number, 𝐴 is the target atomic weight, 𝑝 is the proton momentum,

and 𝑣 is the proton speed.
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Another quantity is the screening angle 𝜒𝑎. This is the angle where the single scattering cross

section differs from Rutherford’s law and due to effects from the nuclear charge of atomic electrons.

Molière’s theory used the Thomas-Fermi model to account for electron screening, but a more precise

results was later calculated with the Hartree-Fock approach by Striganov [70]. Molière’s approach

gives an expression of [58]:

𝜒𝑎
2 = 𝑐2

(𝑝𝑐)2 (1.13 + 3.76𝛼2) , where 𝑐2 = (ℏ𝑐
𝑎 ) = [ 1

0.885 ( 𝑒2

ℏ𝑐 ) (𝑚𝑒𝑐2) 𝑍1/3]
2

, (3.16)

where 𝑎 is the Thomas-Fermi radius and 𝛼 is the Born parameter:

𝛼2 = (
𝑒2
ℏ𝑐 𝑧𝑍
𝑣/𝑐 )

2

. (3.17)

This leads to the quantity:

𝑏 = ln ( 𝜒𝑐
2

1.167𝜒𝑎2 ) , (3.18)

which represents the natural logarithm of the effective number of collisions in the target. For conve-

nience, the reduced target thickness, 𝐵, can be defined through the equation:

𝐵 − ln (𝐵) = 𝑏. (3.19)

Molière’s characteristic multiple scattering angle can then be expressed:

𝜃𝑀 = 1√
2

(𝜒𝑐
√

𝐵) . (3.20)

The 1/
√

2 follows the convention in Paganetti [58] to allow for it to be associated to the standard

deviation in the Gaussian function. This allows for a reduced angle to be introduced:

𝜃′ = 𝜃
𝜒𝑐

√
𝐵

. (3.21)

Using these newly defined quantities allows an approximation of the distribution function 𝑓(𝜃) by a

power series:

𝑓(𝜃) = 1
2𝜋𝜃𝑀

2
1
2 [𝑓 (0)(𝜃′) + 𝑓 (1)(𝜃′)

𝐵 + 𝑓 (2)(𝜃′)
𝐵2 ] , (3.22)
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where

𝑓 (𝑛)(𝜃′) = 1
𝑛! ∫

∞

0
𝑦d𝑦𝐽0(𝜃′𝑦) exp (𝑦2

4 ) [𝑦2

4 ln (𝑦2

4 )]
𝑛

, (3.23)

𝑓 (0)(𝜃′) =2 exp (−(𝜃′)2) . (3.24)

The Molière/Bethe approach [71] from 1953 modified the theory to allow one to evaluate targets

with low-𝑍 by substituting 𝑍(𝑍 +1) instead of 𝑍2 in all the previous formulae. Another modification

was proposed by Fano in 1954 [72] which makes corrections for 𝑏 and 𝑍2 based on the target material.

3.4.2 Highland’s Formula

Although Molière’s theory provided a good match to experimental results, it is complicated to use.

Since the angular distribution resembles a Gaussian, an approximation can be made. Despite the

first term in Molière’s being a Gaussian term, Hanson [73] found that only retaining the first term

in Molière does not provide a good approximation to experiments and results. Instead, Hanson

introduced a Gaussian width parameter for small angles:

𝜃Hanson = 1√
2

(𝜒𝑐
√

𝐵 − 1.2) , (3.25)

This provided a good approximation, but the presence of the 𝐵 term means that the entire Molière

computation is needed. Highland [74] parametrised the Molière/Bethe/Hanson theory with:

𝜃Highland = 14.1 MeV
𝑝𝑣 √ 𝐿

𝐿𝑅
[1 + 1

9 log10 ( 𝐿
𝐿𝑅

)] , (3.26)

where 𝐿 is the target thickness and 𝐿𝑅 is the radiation length of the target material1.

Highland’s formula was found to fit well to experiments, particularly for thin targets. Highland’s

formula was later generalised by Gottschalk [76] for thicker targets by:

𝜃Gottschalk = (1 + 1
9 log10 ( 𝐿

𝐿𝑅
)) √∫

𝐿

0
(14.1 MeV

𝑝𝑣(𝑥′ )
2 1

𝐿𝑅
𝑑𝑥′. (3.27)

There have also been other attempts to improve upon Highland’s formula such as dropping the

dependence on radiation length [77], or using a scattering power approach [58].
1Some numbers in eq. 3.26 are not the same as given by Highland. One of these differences is the constant of

14.1 MeV. The value as given by Highland should be 13.9 MeV, but 14.1 MeV was quoted in the 1986 Particle Data
Book, which has since been commonly adopted [75]. Another difference is the 1

9 term instead of 1
8 .
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Figure 3.5: Proton Bragg curves travelling through water. Taken from Grimes et al. [78].

3.5 The Bragg Peak

The Bragg curve refers to the entire depth-dose distribution which includes the characteristic Bragg

peak. This distribution arises as a result of a combination of stopping, scattering, and nuclear

reactions. In order to uniformly irradiate a volume, a range modulator can be used to create a

spread-out Bragg peak (SOBP).

From the Bragg-Kleeman rule (eq. 3.13), it can be seen that the depth of the peak is controlled by

the beam energy. As protons slow down, the stopping power increases which leads to the characteristic

rise in the Bragg peak. Since nonelastic nuclear reactions remove protons from the primary beam,

this has the effect of lowering the peak and raising the buildup region upstream of the peak. The

width of the peak is related to range straggling and spread in energy. There are various widths to

characterise the peak, but the two common ones are: the 80 %-to-20 % distal-falloff length 𝑑80−20,

and the 80 %-to-80 % peak width. According to Paganetti [58], a relation for the 𝑑80−20 width is:

𝑑80−20 = 1.3 × √𝜎RS
2 + 𝜎beam

2, (3.28)

where 𝜎RS and 𝜎beam are the range straggling and energy spread respectively. Furthermore, the width

of the Bragg peak increases with the range as can be seen in fig. 3.5.

MCS will also affect the Bragg peak. As the beam scatters, the fluence decreases with depth

according to 1/𝑟2 since the surface area of a sphere is proportional to the square of the radius, with

𝑟 representing the distance from the origin to the region of analysis. Since dose is a product of the

fluence and mass stopping power, the decrease in fluence can counteract the increase of stopping
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power with depth. This results in the Bragg peak being less pronounced for larger transverse beam

sizes.

3.6 Conventional Dosimeters for Proton Beams

Characterisation and dosimetry of treatment beams is critical for treatment planning. Radiation

dosimeters are devices that measure various quantities of ionising radiation such as the dose. Some

conventional detectors used for dosimetry of proton beams will be introduced below. Most dosimeters

are destructive, such that the radiation particles ceases to exist after measurement. The choice of

radiation dosimeter used depends on the requirements of the user.

3.6.1 Calorimeters

Calorimeters can be used to measure the absorbed dose in a medium. As the dose-to-water is an

important quantity for radiotherapy, a conversion from a dose-to-medium to dose-to-water needs to be

made, which can be a major source of uncertainty. A calorimeter measures the change in temperature

of a medium, Δ𝑇medium, which changes due to the deposition of energy. Multiplying the change in

temperature by the specific heat capacity of the medium 𝑐medium, and applying correction factors

gives the absorbed dose in the medium:

𝐷medium = 𝑐medium × Δ𝑇medium × ∏ 𝑘𝑖
1 − ℎ, (3.29)

where ℎ is the heat defect and ∏ 𝑘𝑖 represents the product of various correction factors [58]. The

heat defect is defined as:

ℎ = 𝐸𝑎 − 𝐸ℎ
𝐸𝑎

, (3.30)

where 𝐸𝑎 is the energy absorbed locally and 𝐸ℎ is the energy in the form of heat. The heat defect

corrects for temperature changes due to radiation-induced chemical changes in the medium. The

heat defect can be calculated analytically or by simulating the chemical changes in an irradiated

medium. Although the heat defect has a dependence on the LET, the relationship is not known

precisely. Another source of concern with calorimeters is related to how heat conduction can affect

measurements. Due to heat conduction, heat can be transferred both away from or towards the

measurement point. To mitigate this, a medium with low thermal diffusivity such as water can be

used.

Solid calorimeters composed of crystalline materials are another option for calorimeters. As an
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example, graphite has a thermal diffusivity three order of magnitudes greater than water, causing

heat conduction to become a more prominent effect. However, the dose needs to be converted to

dose-to-water.

It is interesting to note that calorimeters are also commonly used in particle physics. They are

often used to detect and identify individual particles in a beam. However, a single calorie corresponds

to ∼ 107 TeV, far higher than the energies seen in modern experiments. Hence, a single particle

alone would only give a negligible rise in temperature for detecting particles. Instead of measuring

the temperature change, other processes are used to convert the energy deposited into a detectable

response. An example is scintillation light resulting from ionisation of the calorimeter medium. From

the energy deposited, information about the particle can be determined.

3.6.2 Faraday Cups

To measure the particle fluence of a proton beam, a Faraday cup can be used. The Faraday cup

measures the electric current of the protons interacting with the metal in the cup, which determines

the number of particles. The relationship of dose to fluence in eq. 3.11 and the inclusion of correction

factors ∏ 𝑘𝑖 [58], gives a dose of,

𝐷𝑤(𝑧) = Φ × 𝑆𝑤(𝑧)
𝜌𝑤

× ∏ 𝑘𝑖. (3.31)

The subscripts refer to the dose delivered to water. A concern arises due to the generation of electrons

which may reduce or increase the signal in the collecting electrode. To counter this effect, a guard

electrode is used to suppress this effect. If the beam characteristics are well defined, the dose can be

determined with good accuracy [79].

3.6.3 Ionisation Chambers

Ionisation chambers are gas-filled cavities surrounded by a conductive outer wall. When the gas

is ionised, the movement of ions to the collecting electrodes gives a measure of the current. Guard

electrodes are also added to reduce leakage of current. Both the Bragg-Gray and Spencer-Attix cavity

theory can be applied to ionisation chambers.

The Bragg-Gray cavity theory [80] relates the dose in a dosimeter to the medium surrounding it.

For this theory to be applicable two conditions must be satisfied:

1. The presence of the cavity does not perturb the fluence of charged particles (small cavity

compared to charged particle range).

2. Only charged particles cross the cavity deposit dose.
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Under these two conditions, the dose delivered to a medium can be related to the dose delivered

to the cavity through,

𝐷med = 𝐷cav (𝑆
𝜌 )

med

cav

𝑝, (3.32)

where ( 𝑆
𝜌 )

med

cav
is the ratio of the average unrestricted mass collisional stopping power of the medium

to the cavity and 𝑝 is an ionisation chamber perturbation factor. The perturbation factor corrects

for deviations from the Bragg-Gray condition [81]. For an ionisation chamber, the dose to the cavity

is given by:

𝐷cav = 𝑄
𝑚 (𝑊

𝑒 )
cav

, (3.33)

where 𝑄 is the ionization per unit volume, 𝑚 is the mass of the medium in the cavity, and (𝑊 /𝑒)cav

is the mean energy to produce an ion pair in the medium.

The Spencer-Attix cavity theory [82] generalises the Bragg-Gray cavity theory by accounting for

delta electrons which may take energy away from the cavity. The two conditions for the Bragg-Gray

theory must still hold and now must also be applicable to the delta electrons. In particular, the delta

electrons must have sufficient energy to cross the cavity. This is done by specifying a threshold value,

Δ, for the electron energy. The Spencer-Attix relation is similar to the Bragg-Gray relation and is

given by:

𝐷med = 𝐷cav (𝐿∆
𝜌 )

med

cav
𝑝, (3.34)

where ( 𝐿∆
𝜌 )

med

cav
is the ratio of the average restricted mass collisional stopping power of the medium

to the cavity.

3.6.4 Radiographic/Radiochromic Films

Radiographic and radiochromic films darken when exposed to radiation. Lookup tables are used to

convert the optical density (degree of darkening) into the absorbed dose. The relationship between

optical density and absorbed dose is typically nonlinear. Since the LET for protons can vary over

the range, the response of the film will vary. In order to reconstruct the dose, information needs to

be known about the beam and the response of the film needs to be modelled.

The main difference between radiographic and radiochromic film is that radiochromic films can

be irradiated under ambient light. Radiochromic films also exhibit a linear response for a larger dose
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range [83].

3.6.5 Detector Arrays

2D detector arrays are easy to use and can be used for fast real-time measurements, making them

common for quality assurance purposes. The 2D detector arrays are equipped with a series of ioniza-

tion chambers or diodes. A downside of these detectors is that the resolution is limited based on the

size and distance of the detectors. The main challenges with using these detectors is in verifying the

outputs and measured profiles.



Chapter 4

Laser Plasma Ion Acceleration

The target normal sheath acceleration (TNSA) interaction will be a key focus of the Stage 1 source

simulations for LhARA in chapter 7. To provide context, basic laser and plasma concepts will be

presented. This will be followed by an introduction to the interactions between lasers and plasmas.

Finally, a brief overview of a typical implementation of particle in cell (PIC) codes will be given.

4.1 Plasma Properties

Plasmas are one of the states of matter and commonly consist of a population of positively charged

ions and electrons. The definition given by Chen [84] is a: “quasineutral gas of charged particles which

exhibits collective behaviour”. Quasineutrality refers to the overall charge density of free electrons

and ions cancelling out in equilibrium. In a plasma, the motion of charged particles leads to local

concentrations of charge which generate currents, giving rise to electromagnetic fields. Collective

behaviour refers to how macroscopic fields will dominate the microscopic fluctuations. In other

words, long ranged electromagnetic forces dominate the short ranged collisional interactions.

A plasma can be classified according to its temperature and density. At thermal equilibrium,

the most probable distribution for particles is the Maxwellian distribution [84]. In a plasma, ions

and electrons can have different Maxwellian distributions which correspond to different temperatures

within a plasma.

4.1.1 Electron Plasma Frequency

A plasma will maintain quasineutrality by readjusting to a disturbance. This can be understood by

considering that when a population of electrons within a plasma is displaced, the resulting separation

of charge creates a field with a restoring force [85]. Due to this restoring force, electrons will be pulled

70
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back to their initial positions. However, due to inertia the electrons will overshoot and reverse the

electric field. This leads to an oscillation which is characterised by the electron plasma frequency 𝜔𝑝𝑒.

In a simple ideal case of fixed ions, no thermal effects, and no magnetic fields, the electron plasma

frequency is given by:

𝜔𝑝𝑒 = √ 𝑛𝑒𝑒2

𝛾𝜀0𝑚𝑒
, (4.1)

where 𝑛𝑒 is the electron number density, 𝑒 the electron charge, 𝜀0 the permittivity of free space, 𝛾
is the Lorentz factor for relativistic effects from the electron quiver motion, and 𝑚𝑒 the mass of an

electron. If thermal effects are included, the oscillations propagate with a frequency given by the

dispersion relation [84]:

𝜔2 = 𝜔2
𝑝𝑒 + 3

2𝑘2𝑣2
th, 𝑣th = √2𝑘𝐵𝑇𝑒

𝑚𝑒
, (4.2)

where 𝑘 is the wavenumber, 𝑘𝐵 is the Boltzmann constant, and 𝑇𝑒 is the temperature of electrons.

4.1.2 Critical Density

The critical density is the density in a plasma into which light can no longer penetrate. This quantity

can be determined by first considering the dispersion relation for an electromagnetic wave which has

a magnetic field orthogonal to the electric field propagating through a plasma [84]:

𝜔2
𝐿 = 𝜔2

𝑝𝑒 + 𝑐2𝑘2. (4.3)

From the dispersion relation, the phase velocity 𝑣𝑝, and group velocity 𝑣𝑔, can be calculated:

𝑣𝑝 = 𝑐
√1 − 𝜔2𝑝𝑒

𝜔2
𝐿

, 𝑣𝑔 = 𝑐√1 − 𝜔2𝑝𝑒
𝜔2

𝐿
. (4.4)

The electron plasma frequency and laser frequency gives several timescales to consider. If the

laser frequency is smaller than the electron plasma frequency (𝜔𝐿 < 𝜔𝑝𝑒), the plasma is described as

being overdense. The group velocity becomes imaginary, so the laser can no longer propagate in the

plasma. This is due to the electron oscillations cancelling the electric field of the laser, and results

in the plasma reflecting the majority of the laser. If instead the laser frequency is greater than the

plasma frequency (𝜔𝐿 > 𝜔𝑝𝑒), the plasma is underdense. In this case, the electrons are unable to

fully cancel the electric field of the laser. This allows the laser to propagate through the plasma.

The boundary between the two conditions is when the laser frequency equals the plasma frequency
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Figure 4.1: Illustration of Debye shielding from Schaub et al. [86].

(𝜔𝐿 = 𝜔𝑝𝑒). At this point, the group velocity drops to zero and gives the critical density,

𝑛cr = 𝛾 𝜀0𝑚𝑒𝜔2
𝐿

𝑒2 . (4.5)

4.1.3 Debye Length

Another important property to consider is how plasmas screen external electric fields. This phe-

nomenon is known as Debye shielding [84]. One can consider a ball of positively charged particles

introduced into a plasma. A cloud of electrons will be attracted and surround the ball, damping the

electric field. This shielding effect can be seen in fig. 4.1.

At thermal equilibrium, the electron and ion density will be distributed according to the Maxwell-

Boltzmann law [84], which for electrons is given by:

𝑛𝑒 = 𝑛𝑖 exp ( 𝑒Φ
𝑘𝐵𝑇𝑒

) , (4.6)

where 𝑛𝑖 is the ion number density , Φ is the electrostatic potential by an external disturbance, and

𝑇𝑒 is the temperature of the electrons. Poisson’s equation gives:

∇2Φ = − 𝜌
𝜀0

= − 𝑒
𝜀0

(𝑛𝑖 − 𝑛𝑒) . (4.7)

In the absence of a potential, we assume the electron density is the same as ions (𝑛𝑖 = 𝑛0). By

substituting the Boltzmann relation into Poisson’s equation and solving the differential equation we

get in spherical geometry:

Φ(𝑟) = 1
4𝜋𝜀0𝑟 exp (− 𝑟

𝜆𝐷
) , (4.8)
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Figure 4.2: Basic structure of a laser system.

where 𝑟 is the radial distance and the quantity 𝜆𝐷 is the Debye length given by:

𝜆𝐷 = √𝜀0𝑘𝐵𝑇𝑒
𝑒2𝑛0

, (4.9)

This definition of the Debye length neglects the ion contribution when the ion temperature is much

lower than electrons. From eq. 4.8, it can be seen that the Debye length gives the distance over which

the electrostatic potential is screened. A sphere with a radius given by the Debye length is known as

a Debye sphere. The number of particles within the Debye sphere, 𝑁𝐷, parametrises the interactions

that dominate. For an ideal plasma,

𝑁𝐷 ≡ 𝑛𝑒
4𝜋
3 𝜆𝐷

3 ≫ 1. (4.10)

where 𝑛𝑒 is the number density of electrons. It can be seen that an ideal plasma has high temperatures.

Furthermore, if one considers the collision rate of electrons and ions [85], an ideal plasma will also

have low densities. This arises from the fact that when the number density increases, the mean

distance between particles decreases, increasing collisional interactions. A plasma becomes non-ideal

when the mean energy of the interparticle interactions becomes comparable to the thermal motion.

4.2 Laser Properties

The laser was proposed by Towns and Schawlow in 1958 [87] to extend the maser to optical frequencies.

The basic elements of a laser are [88]: a laser medium (gain medium), a pumping process to excite

atoms, and optical feedback elements to either reflect or transmit radiation. The optical cavity

refers to the arrangement of these elements, with the simplest configuration consisting of two mirrors

surrounding a gain medium. These mirrors are given coatings where one mirror will primarily reflect

light, while the other can both reflect and transmit. Such an optical cavity can be seen in fig. 4.2.
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4.2.1 Electron Motion in a Laser Field

The electromagnetic fields cause particle motion which is governed by the Lorentz force. The equation

of motion for electrons is given by:

F = dp
d𝑡 = − 𝑒 (E + v × B) , (4.11)

where 𝑒, p, and v are the magnitude of charge, momentum, and velocity of an electron. In the

non-relativistic regime, the electric field component dominates, but as the velocity approaches the

speed of light, the contribution of the magnetic field component increases. These two components

will affect the type of interactions that can occur.

The amplitude of the electron oscillation motion for a linearly polarised laser is [88,89]:

𝑎0 ≡ 𝑒𝐸𝐿
𝑚𝑒𝜔𝐿𝑐 = 𝑒

𝑚𝑒𝑐
𝜆𝐿
2𝜋𝑐 (2𝐼𝐿

𝜀0𝑐 )
1/2

≃ 0.85√𝐼𝐿[1018 W/cm2] × (𝜆𝐿[𝜇m])2, (4.12)

where 𝐸𝐿 is the amplitude of the electric field, 𝑚𝑒 is the mass of an electron, 𝜔𝐿 is the frequency of

the laser, 𝜆𝐿 is the wavelength of the laser, 𝐼𝐿 = 𝜀0𝑐|E|2/2 is the laser intensity, and 𝑐 is the speed

of light. The quantity 𝑎0, is the normalised peak vector potential or the laser strength parameter.

For a value 𝑎0 ≫ 1, the electron motion is highly relativistic. Such a regime generally requires laser

intensities much greater than 1018 W/cm2. A useful aspect of this parameter is how it can be used

to compare laser systems, as it relates the electromagnetic field to the electron response.

4.2.2 Laser Beam Characteristics

An important property of a laser is the polarisation, which gives the direction of the electric field.

Light has three types of polarisations: linear, circular, and elliptical. For linear polarisation, there are

two orthogonal states: p- and s-polarisation. These states are defined relative to the plane of incidence

as seen in fig. 4.3. P-polarised light has its electric field polarised parallel to the plane of incidence,

while s-polarisation is perpendicular to the plane. As will be discussed, different interactions can

occur based on the polarisation.

Laser beams are typically modelled by Gaussian beams where the profile of the intensity is de-

scribed by a Gaussian function:

𝐼(𝑟, 𝑧) = 𝐼0 exp (− 2𝑟2

𝑤(𝑧)2 ) = 2𝑃0
𝜋𝑤(𝑧)2 exp (− 2𝑟2

𝑤(𝑧)2 ) , (4.13)

where 𝐼0 is the peak intensity, 𝑃0 is the total power transmitted by the beam, 𝑤(𝑧) is the radius of
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Figure 4.3: Two beams with p- (green with arrows along the plane of incidence) and s-polarisation
(red with arrows going into the plane of incidence) relative to the plane of incidence containing the
normal vector to the surface.

the beam where the intensity falls to 1/e2, 𝑟 is the radial distance from the axis, and 𝑧 is the distance

along the direction of propagation.

The radius of the beam is given by:

𝑤(𝑧) = 𝑤0√1 + ( 𝜆𝐿𝑧
𝜋𝑤02 )

2
, (4.14)

where 𝑤0 is the minimum spot size at a position 𝑧 = 0 and is known as the beam waist, while 𝜆𝐿

is the wavelength of the laser. Another beam size quantity used is the full width at half maximum

(FWHM), 𝑤FWHM. This quantity gives the size of the beam when the intensity falls to half the

maximum value and can be related to 𝑤(𝑧) by considering the Gaussian equation for the intensity to

give:

𝑤(𝑧) = 𝑤FWHM√
2 ln 2

. (4.15)

For a Gaussian beam, the peak power of the laser, 𝑃peak, is related to the energy of the laser pulse

𝐸 by:

𝑃peak = 2√ ln 2
𝜋

𝐸
𝜏0

≃ 0.94 𝐸
𝜏0

, (4.16)

where 𝜏0 is the duration of the laser pulse at FWHM.



76 CHAPTER 4. LASER PLASMA ION ACCELERATION

Figure 4.4: Temporal profile of the PHELIX pulse with various structures highlighted. The shaded
region shows the ionisation threshold for typical materials, and the red dashed line is a fitted Gaussian
function to the main pulse. Figure taken from Wagner et al. [93].

Generating Intense Laser Pulses

Innovations with technology led to the development of more intense lasers and the delivery of shorter

pulses. Some of these technological innovations are: Q-switching, mode locking, and chirped pulse

amplification. As the laser intensities increased, self focusing (as will be described in sec. 4.2.5)

becomes a bigger problem and could lead to the laser gain becoming damaged.

A solution to this problem is with chirped pulse amplification (CPA), proposed by Strickland and

Mourou [90]. The CPA technique stretches the ultrashort laser pulse in time by a dispersive element.

This allows the light to be amplified to a higher power while still having a relatively low intensity.

The amplified laser pulse is then compressed to the original pulse width, producing an intense and

ultrashort pulse.

However, for pulses generated by chirped pulse amplification, a pedestal of light can be generated

forming prepulses and postpulses before and after the main pulse. These structures tend to have

lower intensities and different durations, affecting the temporal intensity contrast of the laser. These

can also lead to effects such as generating a preplasma on the front of solid targets [91, 92]. The

temporal profile of a pulse from the PHELIX laser from 2010 [93] can be seen in fig. 4.4 which shows

the pedestal and prepulses that precede the main pulse.

The contributions that affect the temporal intensity contrast can be divided into four cate-

gories [94]: (i) Prepulses generated due to pulses leaking from the laser system, (ii) pre/post-pulses

generated by secondary reflections that overlap with the main pulse, (iii) deterioration of the main

pulse due to scattered light from the gratings, and (iv) amplified spontaneous emission (ASE) from

fluorescence emitted during amplification. Of these contributions, ASE is the most difficult to sup-
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press. ASE occurs when the gain medium is pumped to achieve population inversion and allow

stimulated emission. When spontaneous emission occurs, photons are emitted in random directions.

Some of these photons will be emitted with an angle that enables light to be amplified. This leads

to a substantial prepulse which arrives ahead of the main pulse. A solution to improve the contrast

is with plasma mirrors [95]. When the prepulse is incident on a plasma mirror, the prepulse will be

transmitted and ionise the surface of the mirror. This creates a plasma which can reflect the main

pulse. Another solution is to use optical parametric chirped pulse amplification (OPCPA) [96] which

avoids the problems of ASE.

4.2.3 Motion of an Electron in a Laser Field

For an electron in an electromagnetic field, it will experience the Lorentz force. For a linearly polarised

laser propagating in the 𝑧 direction, it will have an electric and magnetic field of the form:

E =𝐸0 cos (𝑘𝑧 − 𝜔𝐿𝑡) x̂, (4.17)

B =𝐵0 cos (𝑘𝑧 − 𝜔𝐿𝑡) ŷ. (4.18)

The magnitudes of tghe electric and magnetic field can be related by 𝐸0 = 𝑐𝐵0. This gives

equations of motion as:

𝑚𝑒 ̇𝑣𝑥 = − 𝑒𝐸0 cos (𝑘𝑧 − 𝜔𝐿𝑡) , (4.19)

𝑚𝑒 ̇𝑣𝑦 =0, (4.20)

𝑚𝑒 ̇𝑣𝑧 = − 𝑒𝑣𝑥𝐸0
𝑐 cos (𝑘𝑧 − 𝜔𝐿𝑡) . (4.21)

Integrating the equations of motions above by time and assuming an initial case where the electron

is at rest will give the velocities:

𝑣𝑥 = − 𝑒𝐸0
𝑚𝑒𝜔𝐿

sin (𝑘𝑧 − 𝜔𝐿𝑡) + constant = 𝑎0𝑐 sin (𝑘𝑧 − 𝜔𝐿𝑡) , (4.22)

𝑣𝑦 =0, (4.23)

𝑣𝑧 = (𝑎2
0𝑐
4 ) cos [2 (𝑘𝑧 − 𝜔𝐿𝑡)] + constant = − (𝑎2

0𝑐
2 ) sin2 (𝑘𝑧 − 𝜔𝐿𝑡) , (4.24)

where the normalised vector potential 𝑎0 was substituted into the expressions. Finally the position
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of the electron motion can be found by integrating again to give:

𝑥 =𝑎0𝑐
𝜔𝐿

[cos (𝑘𝑧 − 𝜔𝐿𝑡) − 1] (4.25)

𝑦 =0 (4.26)

𝑧 =𝑎2
0𝑐
4 𝑡 − ( 𝑎2

0𝑐
8𝜔𝐿

) sin [2 (𝑘𝑧 − 𝜔𝐿𝑡)] (4.27)

4.2.4 Ponderomotive Force

The ponderomotive force is a nonlinear force acting on a plasma due to inhomogeneous oscillating

electromagnetic fields. This results in electrons being pushed away from the centre of the beam to

regions with weaker electromagnetic fields. Since the laser intensity is reduced at the new region, the

restoring force is also less, leading to electrons being pushed further away. The ponderomotive force,

Fpm, acting on an electron is given by [89]:

Fpm = − 𝑒2

2𝑚𝑒𝜔𝐿2 ∇ ⟨E2⟩ = − 𝑒2

4𝑚𝑒𝜔𝐿2 ∇ ⟨𝐸0(𝑥)2 (1 − cos(2𝜔𝐿𝑡))⟩ , (4.28)

= − 𝑒2

4𝑚𝑒𝜔𝐿2 ∇𝐸0(𝑥)2 = −∇𝑈𝑝, (4.29)

where the cycle-average was taken for a linearly polarised electromagnetic wave, E = 𝐸0(𝑥) cos (𝜔𝐿𝑡),
propagating in the longitudinal direction in order to get from eq. 4.28 to eq. 4.29, and 𝑈𝑝 is the

ponderomotive potential. The relativistic ponderomotive force in the lab frame is given by Mora and

Antonsen [97]:

Fpm,rel = − 1
𝛾 ∇𝑈𝑝, 𝛾 = √1 + 𝑝2

𝑚2𝑒𝑐2 + 2
𝑚2𝑒𝑐2 𝑈𝑝, (4.30)

where 𝑝 is the cycle averaged momentum.

4.2.5 Self Focusing

Self focusing arises from a change in the local refractive index of a plasma due to a laser pulse.

When the refractive index varies, the laser beam gains curvature, and the plasma acts as a converging

lens [98]. Two important cases for self focusing are Kerr-induced self focusing and plasma self focusing.

Kerr-induced self focusing occurs when an intense laser interacts with the surrounding medium.

This causes a variation in the refractive index which can be described by [98]:

𝜂 = 𝜂0 + 𝜂2𝐼, (4.31)
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where 𝜂0 and 𝜂2 are the linear and non-linear parts of the refractive index, and 𝐼 is the laser intensity.

From the expression it can be seen that the refractive index becomes larger in regions where the

intensity is highest.

Plasma self focusing primarily occurs in three forms [98]: thermal, relativistic, and ponderomotive.

Thermal self focusing occurs when strong electromagnetic radiation interactions generate collisional

heating of the plasma. The rise in the plasma temperature leads to an increase in the refractive index.

Relativistic self focusing occurs due to the mass of electrons increasing as they approach the speed

of light which leads to a change in the refractive index by:

𝜂 = √1 − 𝜔𝑝𝑒,rel
2

𝜔2
𝐿

= √1 − 1
𝛾

𝜔𝑝𝑒2

𝜔2
𝐿

. (4.32)

The refractive index is maximised where the Lorentz factor is greatest (along the laser axis). The

intensity of laser falls transversely away from the axis, which is accompanied by a drop in the refractive

index.

Finally, ponderomotive self focusing is due to the ponderomotive force pushing electrons away

from high intensity regions as was discussed in sec. 4.2.4. This fall in the electron density leads to an

increase of the refractive index by [98]:

𝜂 = √1 − 𝑛𝑒
𝑛cr

. (4.33)

4.3 Laser Plasma Absorption Interactions

There are many interactions that can occur when a laser interacts with a plasma. These effects

depend on the properties of the laser and plasma. Some of these absorption interactions will be

described below.

4.3.1 Inverse Bremsstrahlung

The laser can be absorbed in a plasma through non-adiabatic interactions with electrons in the plasma

through inverse Bremsstrahlung (IB), also referred to as collisional absorption [89]. The electrons

which oscillate in the laser field can collide with the ions in the plasma, which results in energy

transferred to the plasma [99].

This effect becomes less dominant for faster electrons which undergo fewer collisions. As the

frequency of IB interactions is largest for dense and cool plasmas at low laser intensities, this effect is

most relevant during the early stages of the laser interaction. At laser intensities above 1016 W/cm2

[100], the laser becomes inefficient at transferring energy to the electrons through IB heating.
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4.3.2 Resonance Absorption

Resonant absorption occurs for a laser with p-polarisation incident at a non-zero angle, 𝜃, when the

component of the electric field normal to a surface couples with the plasma oscillations. The laser

penetrates the surface up to a density given by the relation 𝑛 = 𝑛𝑐𝑟 cos(𝜃)2 [101]. An evanescent

field will extend beyond this surface, driving a plasma wave resonant near the critical density, and

heats the plasma [101]. For a laser with s-polarisation, no component of electric field is normal to

the surface, so no induced resonance will occur.

An approximation of the absorption rate of energy into the plasma, 𝜂abs,ra, is given by [89, 102]

where:

𝜂abs,ra =Φ(𝜏)2

2 , (4.34)

Φ(𝜏) =2.3𝜏 exp (−2𝜏3

3 ) , (4.35)

𝜏 = (𝑘𝐿𝐿)
1
3 sin 𝜃. (4.36)

In the formulae, Φ(𝜏) is the Ginzburg curve, 𝑘𝐿 is the wavenumber of the laser, 𝐿 is the density scale

of the plasma, and 𝜃 is the angle of incidence. It can be seen from the definition of 𝜏 and 𝜂abs that

the absorption rate drops to zero when 𝜃 = 0, corresponding to normal incidence. Resonance heating

appears to increase with the incidence angle, but at large angles there are competing effects from the

plasma density through the relation 𝑛 = 𝑛𝑐𝑟 cos(𝜃)2, which can reduce the heating.

This is supported by investigations conducted by Ping et al. [103] on the absorption rates of solid

targets for laser pulses at intensities (> 1017 W/cm2). It was found that the absorption was enhanced

with a maximum laser absorption of 90% for an incident angle of 45∘ compared to 60% for a near

incidence angle of 6∘.

4.3.3 Vacuum Heating

A similar mechanism to resonance heating is vacuum or Brunel heating. This mechanism occurs for

an ultra-short laser pulse, p-polarised, at high intensity, and incident at an oblique angle for a steep

electron density profile [89,104]. Electrons near the plasma boundary heated by the p-polarised laser

field are dragged out to the vacuum according to the period of the laser. After half a cycle, the laser

field reverses and accelerates these electrons back into the plasma. These electrons can acquire high

energies and penetrate deep into the target until absorbed through collisions [105]. This effect results

in bunches of electrons accelerated into the target at the frequency of the laser pulse.

Brunel modelled this with a capacitor model where it was assumed the target is a perfect conduc-
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tor. In a relativistic regime, the fractional absorption rate for vacuum heating is [89,104]:

𝜂abs,vh =
4𝜋 ( sin2(𝜃)

cos(𝜃) )

(𝜋 + sin2(𝜃)
cos(𝜃) )

2 . (4.37)

Cai et al. [105] later extended this model to give a self-consistent analytical model.

4.3.4 J×B Heating

For linearly polarised light at high laser intensities, the magnetic field component of the Lorentz force

becomes comparable to the transverse motion of the electric field. This results in a significant push

to the electrons in the longitudinal direction. The main difference between vacuum heating and J×B

heating is the oscillation frequency. From the longitudinal motion given in eq. 4.27, it can be seen

that there are two components to the forward motion. The laser pulse will accelerate electrons on

the surface into the target at twice the laser frequency [106]. It can also be seen from eq. 4.24 that

it depends on 𝑎2
0, which indicates this mechanism becoming prevalent for high 𝑎0 [107].

4.4 Target Normal Sheath Acceleration

Three pioneering experiments reported multi-MeV proton energies with beam-like properties in 2000:

Clark et al. [25], Maksimchuk et al. [26], and Snavely et al. [27]. A large number of experimental

results have since been reported by various groups using a variety of laser parameters. Many of these

experiments rely on the target normal sheath acceleration (TNSA) mechanism. The term was first

coined by Wilks et al. [108] when modelling the mechanism. In addition to TNSA, there are other

acceleration mechanisms such as radiation pressure acceleration [30], break-out afterburner [109],

and shock acceleration. However, these alternative mechanisms tend to require much higher laser

intensities than are needed for TNSA.

The TNSA mechanism occurs when an intense laser pulse (≫ 1018 W/cm2) interacts with a solid

thin target foil that has a thickness on the order of a few microns [108, 110]. The prepulse ionises

the target surface and forms a preplasma on the front surface, helping to transfer the laser energy

to electrons. The main pulse then propagates through the plasma. Interactions between the laser

pulse and the plasma generates hot electrons which penetrates through the foil to the rear surface.

A fraction of the electrons will have sufficient energy to leave the rear of the target, which builds up

a potential that traps the rest of the electrons. Then the electrons circulate between the front and

rear of the target, producing a sheath field on both sides (typically on the order of a few teravolts

per metre) [110] to shield the field from the bulk plasma. The electrostatic fields on the front and
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Figure 4.5: Schematic diagram of the target normal sheath acceleration (TNSA) interaction. The
prepulse of an intense laser pulse creates a preplasma on the surface of the target foil. The main
pulse interacts with the plasma and accelerates electrons to create a sheath field on the other side.
Ions on the rear surface are then accelerated in the target normal direction. Figure taken from Roth
et al. [110].

rear surface ionises atoms and accelerates ions out of the foil. Ions on the surface are primarily

accelerated normal to the rear surface due to the direction of the charge separation field (giving rise

to the name of the mechanism). However, in the early stages of the interaction there is a pronounced

correlation of the ion distribution with the incident laser direction which can lead to non-target

normal emission [111]. A schematic diagram of this interaction can be seen in fig. 4.5.

Typically, higher electron temperatures form stronger sheath fields, increasing the maximum ion

energies achievable. Surface contaminants such as hydrocarbons are ionised and accelerated. Protons

are predominantly accelerated due to its high charge-to-mass ratio [112]. Heavier ions are also accel-

erated but not as efficiently due to screening from the lighter ions. This can be improved through a

stronger sheath field or by ridding the surface of unwanted contaminants. Particles accelerated by

the TNSA mechanism will have a cut-off energy as can be seen in the energy spectrum in fig. 4.6.

It can be noted that laser plasma interactions create a current that typically exceeds the Alfvén

limit [114, 115]. The Alfvén limit is the maximum current a beam can propagate in a plasma before

it acquires a net backward motion due to its self-generated magnetic field. In the absence of return

currents, these hot electrons would only propagate a short distance before moving backwards. For

TNSA, the source for the return currents originates from the charge separation due to the hot electrons
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Figure 4.6: Example of the proton energy spectra for protons accelerated by the TNSA interaction
from Kumar et al. [113].

ionising parts of the target [115]. This leads to a net current lower than the Alfvén limit, and allowing

some of the electrons to escape the target.

4.4.1 Theoretical Models

An isothermal expansion model to describe the acceleration of ions was provided by Mora [116,

117]. This model for a collisionless plasma allows for the position and velocity of the ion front to

be determined, under the assumption that the electron distribution corresponds to a Boltzmann

distribution. The maximum energy for ions can be calculated from the ion plasma frequency, 𝜔𝑝𝑖, at

a given time 𝑡 much greater than 1 (𝜔𝑝𝑖𝑡 ≫ 1) by [116]:

𝐸𝑖,max ≃ 2𝑍𝑘𝐵𝑇𝑒 [ln (𝜏 + √𝜏2 + 1)]
2

≈ 2𝑍𝑘𝐵𝑇𝑒 [ln (2𝜏)]2 , (4.38)

where 𝜏 = 𝜔pi𝑡
√2 exp(1)

, (4.39)

𝑍 is the ion charge number, and exp(1) is Euler’s number. The ion plasma frequency, 𝜔𝑝𝑖, is given

by [116]:

𝜔𝑝𝑖 = (𝑛𝑒0𝑍𝑘𝐵𝑇𝑒
𝑚𝑖𝜀0

)
1/2

, (4.40)

where 𝑚𝑖 is the mass of the ion and 𝑛𝑒0 is the electron density for an unperturbed plasma at time

𝑡 = 0. However, a complication with the Mora model is the reliance on the hot electron temperature
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𝑇𝑒, which may not be known. A scaling of the hot electron temperature with the laser intensity was

provided by Kluge et al. [118]:

𝑇𝑒 = (𝑎2
0

4 ) 𝑚𝑒𝑐2 (𝑎0 ≪ 1), (4.41)

𝑇𝑒 = ( 𝜋𝑎0
2 ln 16 + 2 ln 𝑎0

− 1) 𝑚𝑒𝑐2 (𝑎0 ≫ 1). (4.42)

The temperature of the hot electrons from ultra intense laser interactions can also be described by

the ponderomotive scaling given by Wilks et al [106]:

𝑇𝑒 = (√1 + 𝑎02 − 1) 𝑚𝑒𝑐2. (4.43)

There are other models such as the Schreiber model [119] which gives a general expression relating

the duration of the laser pulse to the maximum ion energy and gives good agreement to experiments

with various ions. The Passoni-Lontano model [112, 120] uses a quasi-static approach where a static

electron sheath only acts on light ions. It is also based on the electron distribution with a Maxwell-

Jüttner relativistic electron distribution function. This avoids the problem in the Mora model where

the accelerating electric field extends to infinity resulting in quantities diverging. It has been found

that the model by Passoni et al. [112,120] can provide good agreement with experimental results for

laser intensities ranging between 1018 − 1021 W/cm2.

Perego et al. [121] reviewed various models and compared model predictions to a database of

experimental parameters and results. It was found that the quasi-static models provided better

predictions for the maximum ion energy, particularly for the Passoni-Lontano model. But it was

noted that the different models that were studied relied upon different quantities, with some of these

quantities having to be estimated. Such quantities included the divergence of the electrons and the

hot electron temperature.

4.5 Particle-In-Cell (PIC) Simulations

To model kinetic plasma interactions, particle-in-cell (PIC) codes are used. Particle-in-cell (PIC)

codes simulate the dynamics of ensembles of particles using a number of macroparticles. This is

useful for modelling plasmas which are ensembles of many particles interacting with each other. A

typical implementation of PIC codes such as with Smilei [122] will be presented in this section.

The distribution function of the macroparticles, 𝑓𝑠, satisfies the Vlasov-Maxwell system of equa-
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Figure 4.7: A representation of the staggered Yee grids taken from Massimo et al. [124].

tions [123]. Vlasov’s equation is given by [122]:

𝜕𝑓𝑠
𝜕𝑡 + p

𝑚𝑠𝛾 ⋅ ∇𝑓𝑠 + F𝐿 ⋅ 𝜕𝑓𝑠
𝜕p = 0, (4.44)

where p is the momentum, 𝑚𝑠 is the mass of a species, 𝛾 is the Lorentz factor, and F𝐿 is the Lorentz

force. Instead of calculating the Coulomb force directly for each particle, the force can be calculated

from the electric and magnetic fields. Maxwell’s equations are calculated over a discrete spatial grid,

with the space between points called cells.

The distribution functions are expressed as a discrete sum of macroparticles [122]:

𝑓𝑠(𝑡, x, p) =
𝑁𝑠

∑
𝑝=1

𝑤𝑝𝑆 (x − x𝑝(𝑡)) 𝛿 (p − p𝑝(𝑡)) , (4.45)

where 𝑡 is time, x𝑝 is the position, p𝑝 is the momentum, 𝑁𝑠 is the number of macroparticles for a

species, 𝑤𝑝 is the numerical weight, 𝑆(x) is the macroparticle shape function, and 𝛿(p) is the Dirac

delta function.

4.5.1 PIC Algorithm

PIC simulations start with an initialisation step. This involves: loading the macroparticle’s position

and momentum, computing the initial charge and current densities, computing the initial electric and

magnetic fields, and adding user defined fields such as the laser field. The electromagnetic fields are

discretised onto a Yee grid which helps to ensure the magnetic field is divergence free. The Yee grid

staggers the field components within a grid cell, this allows for one field’s components to be encircled

by the other as can be seen in fig. 4.7.
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After initialisation, the main PIC loop begins:

1. Compute the electromagnetic fields.

2. Update the position and momentum.

3. Calculate the charge and current density.

4. Solve Maxwell’s equations to calculate the electromagnetic fields for the grid.

5. Apply boundary conditions for particles located outside the grid.

Particle Pusher

A solver called the particle pusher is used to advance the macroparticles. Typically a leap-frog

integrator is used to calculate the momentum and position from the electromagnetic fields according

to [122]:

u(𝑛+ 1
2 )

𝑝 =u(𝑛− 1
2 )

𝑝 + 𝑞𝑠
𝑚𝑠

Δ𝑡 [E(𝑛)
𝑝 + u(𝑛+ 1

2 ) + u(𝑛− 1
2 )

2𝛾(𝑛) × B(𝑛)
𝑝 ] , (4.46)

x(𝑛+1) =x(𝑛) + Δ𝑡u(𝑛+ 1
2 )

𝑝
𝛾𝑝

, (4.47)

where u𝑝 = p𝑝/𝑚𝑠 is the reduced momentum, 𝑞𝑠 is the charge, 𝛾(𝑛) = (𝛾(𝑛−1/2) + 𝛾(𝑛+1/2)) /2 is the

discretised Lorentz factor, and Δ𝑡 is the timestep. As can be seen the particle is calculated every

timestep, while the momentum is calculated at each half timestep.

Charge Conservation

Once the momentum and positions are calculated, the current and charge density is calculated. A

charge-conserving algorithm proposed by Esirkepov [125] can be used to calculate the current and

charge densities.

Maxwell Solvers

To solve Maxwell’s equations, the Finite Difference Time Domain (FDTD) technique formulated by

Yee [126] can be used [122]:

E(𝑛+1) =E(𝑛) + Δ𝑡 [(∇ × B)(𝑛+ 1
2 ) − J(𝑛+ 1

2 )] , (4.48)

B(𝑛+ 3
2 ) =B(𝑛+ 1

2 ) − Δ𝑡 (∇ × E)(𝑛+1) . (4.49)

This technique is useful due to its straightforwardness and computational efficiency.
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4.5.2 Numerical Heating

The discretisation of physical models in space and time (such as in PIC simulations) can lead to

energy not being conserved, which is referred to as numerical heating [127]. One can consider a

simulation in which a small number of macroparticle are used, then macroparticles moving from one

cell to an adjacent one can lead to a significant fluctuation in the electric field. Grid aliasing is

another cause of numerical heating where important details are not resolved if the grid spacing is too

coarse. Typical solutions which overcome these instabilities includes: employing a large number of

macroparticles per cell, and ensuring that the grid spacing resolves the Debye length.

The timestep of the simulation also plays an important role. Since the FDTD approach is used to

calculate the electromagnetic fields as outlined above, the Courant-Friedrich-Lewy (CFL) condition

[128] must be satisfied for stability, ensuring that electromagnetic waves only travel to adjacent cells.

To satisfy this condition, a limit on the timestep for a 3D case is given by:

Δ𝑡 ≤ 1
𝑐√ 1

∆𝑥2 + 1
∆𝑦2 + 1

∆𝑧2

. (4.50)

As can be seen, there will be restrictions on the timestep for a given grid size.





Chapter 5

Current Day Hadron Therapy

Accelerators

Accelerators have and continue to play a significant role in the development of cancer therapy. Hadron

therapy was first proposed by Wilson in 1946 [9] and its development relied upon past technological

breakthroughs which include [129]: the discovery of X-rays, the invention of the electron linac, and

the invention of the cyclotron.

Röentgen first detected X-rays in 1895 [18]. When he conducted experiments with cathode rays

he observed a glow coming from a fluorescent sheet. Due to the unknown nature of the radiation, he

called it X-rays. After further investigation, Röentgen found that X-rays could penetrate into human

flesh and be photographed. Soon after, Jones and Lodge used X-rays to image a bullet in the hand of

a boy [130]. Following this, X-rays have since been used for tumour therapy [131, 132] and continue

to be a common means of treatment.

Hansen first developed the idea of an electron accelerator in the 1930s but found existing microwave

generators inadequate for particle acceleration. The klystron, a tube to amplify microwaves, was

invented in 1939 by the Varian brothers [133] and it enabled Hansen to design and create an electron

linear accelerator (linac) [20]. Using an electron linac, X-rays could be produced by accelerating

electrons into a target. Alternatively, electron beams could also be used directly for therapy. This

takes advantage of electrons having a shallow penetration depth accompanied with a rapid dose fall

off. Hence, making electron beams particularly useful to treat tumours close to the skin surface.

Particularly critical to hadron therapy was the invention of the cyclotron. The development of

accelerators was driven by a need in the particle physics community to generate a copious supply of

particles more energetic than could be obtained from naturally radioactive sources for research. In

1928, Wideröe [134] proposed applying a radio-frequency voltage to drift tubes. Lawrence built upon

89
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this concept but recognised a linear accelerator would be impractical. This led to the development of

a cyclotron [24]. Cyclotrons quickly found use in medical applications, such as studies into the effect

of fast neutrons on rats conducted in 1936 [135].

Brief mention will be made of various accelerators used in hadron therapy facilities. This will

be followed by an overview of the beam line at MedAustron, a treatment facility making use of

conventional technologies to deliver both protons and carbon ions for treatment.

5.1 Treatment Facility Accelerators

Hadron therapy treatment facilities consist of two essential sections, the accelerator and the treatment

room. The accelerators needed to accelerate protons or ions tend to be large, requiring larger facilities

compared to facilities delivering photons. To maximise the number of patients treated, these facilities

often contain several treatment rooms.

5.1.1 Cyclotrons

Cyclotrons accelerate particles along a spiral track. At the centre of the cyclotron are two D-shaped

electrodes (referred to as dees) as can be seen in fig. 5.1. Particles are injected between the two

dees and when a voltage is applied, particles are accelerated towards one of the electrodes. Due

to the magnetic field, the particles will bend as they travel through the dees. After the particles

emerge from the electrode, the polarity of the voltage is reversed. This results in the particles being

accelerated towards the other electrode where the process repeats until the beam is extracted. Since

the extraction is determined by the radius, cyclotrons deliver a fixed energy. For treatment, the

energy needs to be varied in order to irradiate the entire tumour volume. An energy degrader which

consists of wedges is inserted into the beam line where energy will be lost due to interactions with the

degrader material. The degree to which the degrader is moved into the beam path will dictate the

amount of energy lost. The loss in energy is accompanied by a growth in the beam emittance due to

scattering. Furthermore, the energy degradation can lead to a significant loss in the beam intensity.

This requires the beam to be extracted at high currents in order to ensure a low energy beam can be

delivered with sufficient intensity.

The period, 𝑇 , for the particles to complete an orbit can be calculated:

𝑇 = 2𝜋𝑟
𝑣 = 2𝜋

𝑣
𝑚𝑣
𝑞𝐵 = 2𝜋𝑚

𝑞𝐵 , (5.1)

where 𝑟 is the radius, 𝑣 is the speed, 𝑚 is the particle mass, 𝑞 is the particle charge, and 𝐵 is the
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Figure 5.1: Schematic diagram of a cyclotron (left) and a synchrotron (right). Image taken from
Ullmann [136].

magnetic field. The frequency, 𝑓 , can then be calculated:

𝑓 = 1
𝑇 = 𝑞𝐵

2𝜋𝑚. (5.2)

This is the cyclotron frequency and is independent of both speed and radius. As long as a voltage

with the cyclotron frequency, 𝑓 , is applied, the energy of the beam of particles will be boosted when

the particles traverse the gap. This results in an outward spiral motion which increases with velocity.

For protons above about 20 MeV [137], relativity cannot be neglected and modifies the frequency by:

𝑓rel = 𝑞𝐵
2𝜋𝛾𝑚, (5.3)

where 𝛾 is the Lorentz factor. From eq. 5.3, it can be seen that the frequency is no longer fixed but

decreases as the energy increases. In order to accelerate relativistic particles, this effect needs to be

compensated for. A synchrocyclotron has an oscillating electric field that decreases as the velocity

increases to account for this. However, a drawback is that only one bunch can be accelerated at a

time. This leads to a reduced beam intensity compared to a classical cyclotron. An alternative is the

isochronous cyclotron which has a magnetic field that increases with radius so that the frequency can

be kept constant, but can lead to beam instability.
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5.1.2 Synchrotrons

In a synchrotron, particles move around a circular ring at a fixed radius. To achieve this, the magnetic

field strength scales with the particle energy. As a result, unlike cyclotrons with a fixed extraction

energy, the extraction energy can be varied in a synchrotron. The advantage of this is that energy

degradation is not required. This results in a smaller beam emittance and energy spread compared

to a cyclotron.

The dependence of the magnetic field with the energy can be found from the beam rigidity in

eq. 2.9:

1
𝜌 [𝑚] ≃ 0.3 𝐵 [𝑇 ]

𝛽𝐸 [𝐺𝑒𝑉 ] = 0.3 𝐵 [𝑇 ]
𝑐𝑝 [GeV] . (5.4)

The magnetic field strength and frequency need to increase with the momentum to keep the radius

constant. After the beam has been accelerated to the desired energy, the magnetic fields are kept

constant (flat top). This allows for the beam to be slowly extracted over a few seconds which is

beneficial for patient treatment.

5.1.3 Novel Developments

Linacs

Linacs have not typically been used for accelerating protons or heavier ions because reaching high

energies would have required a very long accelerator. However, developments have recently been

made for linac-based systems for particle therapy. A linac solution provides several advantages [138]

which includes: an output energy that can be varied per pulse, an advantageous time structure for

beam scanning, and a small transverse beam emittance. A project led by the TERA Foundation

was to design a 3 GHz1 compact proton linac (LIBO) [138]. A prototype was constructed and tested

with a length of 13.5 m. It was shown that a beam of protons from a cyclotron could be boosted

from 62 to 72 MeV [140]. Building upon this, the LIGHT (Linac for Image-Guided Hadron Therapy)

accelerator is being designed as an industrial product to accelerate protons by ADAM (Application

of Detectors and Accelerators to Medicine) [141].

Fixed-Field Alternating Gradient Accelerators

Fixed-field alternating gradient accelerators (FFA) combine aspects of cyclotrons and synchrotrons.

The frequency is modulated and the magnet is split into sectors, allowing for higher energies to be
1The 3 GHz corresponds to the RF frequency commonly used in electron linacs. It is difficult to apply to protons

due to the greater mass compared to electrons which would require very short cell lengths [139].
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Figure 5.2: Plan view of FFA radial sector magnets (left) and spiral magnets (right) [144].

attained. The FFA concept was first proposed in the 1950s [142], but due to the complexities in the

design, it only saw active develop in the 2000s [143].

An FFA makes use of radial or spiral sector magnets which are designed to have fields that vary

in space as shown in fig. 5.2. The field increases towards the edge such that the orbits of accelerated

particles will be confined. Compared to synchrotrons, FFAs allow for a larger acceptance and a higher

repetition rate.

The tune of an accelerator corresponds to the frequency of beam oscillations during each pass in

an accelerator. Normally betatron tunes are designed to be constant over acceleration and fixed away

from resonance lines to prevent errors in magnets from building up. The first FFAs were designed

to have constant tunes and are called scaling FFAs. The constraints placed on a scaling FFA makes

the orbit shape at different energies similar and stable, but require complex magnets to achieve the

required fields. In addition, the aperture and circumference of the machine must be made larger

to accommodate the different orbits. Several scaling FFAs have been constructed, this includes two

proton FFAs by Mori’s group at KEK [145,146].

Non-scaling FFAs relax the scaling laws. This means the orbit shapes for different energies do not

have to be made similar, allowing for more compact orbits. However, this means the betatron tunes

are no longer constant with energy, and vary throughout the acceleration cycle. This would normally

be a concern, but if the acceleration is fast enough, the beam may cross the resonance lines fast enough

to mitigate growth of the beam amplitude. EMMA (Electron Model for Many Applications) [147,148]

demonstrated this principle and the feasibility of non-scaling FFAs. PAMELA (Particle Accelerator

for Medical Applications) [149] was a design study to apply the non-scaling FFA principles of EMMA

to charged particle therapy for protons and carbon ions. Building upon the design of PAMELA was

NORMA (Normal conducting Racetrack Medical Accelerator) [150], which used normal conducting

magnets as opposed to superconducting magnets, but was only designed for protons.
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Laser Driven Acceleration

Laser-driven acceleration can achieve a high accelerating gradient over a small length. There are

several laser-based acceleration methods that can be used, but the most common method is target

normal sheath acceleration (TNSA) [110]. In this method, the laser energy heats a thin foil to generate

a large density of electrons. Proton energies of several tens of MeV can be achieved, with near-100 MeV

energies obtained through a hybrid method of TNSA and radiation pressure acceleration (RPA) [31].

These electrons generate an intense electric field which ionises and accelerates ions from the foil.

There are challenges associated with laser-driven acceleration which include the bulk of the ions

having low energies and shot-to-shot fluctuations.

A non-exhaustive list of groups and projects making use of laser driven accelerators includes

SCAPA [151], who focuses on the development of accelerator technologies and uses the beams for a va-

riety of applications. HZDR [152] conducts experiments with the DRACO laser system (a Ti:Sapphire

laser system) and aims to develop a laser system capable of attaining energies above 100 MeV [153].

ELIMAIA [154] operates in the RPA regime and aims to provide a stable and tuneable beam for

multidisciplinary applications. A-SAIL [155] also operates in the RPA regime and incorporates other

acceleration methods including hole-boring and shock acceleration. LhARA [33, 34] operates in the

TNSA regime to create a large flux of protons or light ions which are captured by a series of strong-

focusing plasma lenses. Post acceleration can be performed with an FFA to accelerate the beam to

higher energies. More detail on LhARA will be provided in chapter 7.

5.2 Treatment Considerations

Modern radiotherapy divides treatment into several sessions, where 2 Gy is typically delivered per

fraction [156]. Heavier ions could allow for fewer fractions, but must be accelerated to much higher

energies to achieve the same treatment depths as with protons. Furthermore, for heavier ions the

distal fall-off (region after the Bragg peak) is affected by processes like fragmentation.

The field size for treatment needs to cover the entire volume in terms of the lateral area and depth.

One way is to passively scatter the treatment beam with scattering foils. Absorbers such as ridge

filters or modulator wheels can also be used to form a spread-out Bragg peak (SOBP). Collimators

are then used to shape the beam.

An alternative to passive scattering is instead to scan a narrow pencil beam across a target

volume. Treatment typically starts with the highest energy to cover the deepest layer, then the

energy is decreased sequentially to paint the rest of the volume. There are various techniques for

scanning. One technique is discrete spot scanning, where the beam is switched off between spots.
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Figure 5.3: Schematic diagrams of passive scattering and active scanning beam delivery systems from
Leroy et al. [157].

Another technique is raster scanning which is similar to discrete spot scanning but the beam is kept

on. A schematic diagram comparing passive scattering with active beam scanning can be seen in

fig. 5.3.

The direction of delivery can be varied by either moving the patient or delivering the dose at

multiple angles. Gantries which bend the beam around a patient are useful in this regard. However,

ion species plays an important role as heavy ions have a larger magnetic rigidity and require larger

magnetic fields, which increase the gantry size.

5.3 MedAustron

5.3.1 Overview

The Proton-Ion Medical Machine Study (PIMMS) was formed in 1996 between MedAustron and

the TERA Foundation to design a cancer therapy synchrotron, with CERN hosting the study [158].

The study focused on slow extraction and other techniques to obtain a smooth beam spill with

sub-millimetre accuracy for use in beam scanning by proton and carbon ion beams. The design of

MedAustron as well as the facility at the National Centre of Oncological Hadrontherapy (CNAO) are

both based upon the PIMMS study [32].

The MedAustron Particle Therapy Accelerator (MAPTA) is located in Wiener Neustadt in Lower

Austria and delivers both proton and carbon ion beams for cancer treatment. The facility delivers

protons between 62.4 MeV and 252.7 MeV and carbon ions in the range of 120 MeV/u to 402.8 MeV/u
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Figure 5.4: Layout of the MedAustron facility, showcasing the accelerator components [160].

[159]. Beyond the clinical energy ranges, the synchrotron accelerator is capable of energies up to

800 MeV for research purposes [32]. It first began clinical operation with proton beams as well as

non-clinical research at the end of 2016 while carbon ions were first used for clinical operations in the

middle of 2019. MedAustron contains four irradiation rooms (which will be subsequently referred to

by IR1 - IR4). IR1 only contains a horizontal beam line and is dedicated to non-clinical research. IR2

consists of both a horizontal beam line and a vertical beam line. IR3 consists of just a horizontal beam

line and was the first treatment room commissioned for clinical operations. IR4 is the only treatment

room with a proton gantry and is used solely for proton beams. A layout of the MedAustron facility

can be seen in fig. 5.4.

5.3.2 Accelerator Sections

Source and Low Energy Beam Transfer Line (LEBT)

MedAustron contains four independent source arms. One of the arms is for protons, the other for

carbon, and the remaining two were originally intended to serve as redundant backups. Currently

one is kept as a redundant backup, the other is planned to be used to test other ions [161]. Electron

cyclotron resonance is used to energise free electrons from the low pressure gas in the source to

produce H+
3 and C4+ ions which are selected by a spectrometer dipole.

The four source arms each contain quadrupole triplets and switching dipoles to connect each arm

to a common section of the LEBT. The common straight section of the LEBT consists of a series of

quadrupole triplets and solenoids to control and transport the beam to match the acceptance of the

radio frequency quadrupole (RFQ) [161]. The RFQ is used to focus, bunch, and accelerate the DC

beam from the source up to 400 keV/u [162]. The beam then enters the Interdigital H-Mode drift

Tube LINAC (IH-DTL) to accelerate the beam to 7 MeV/u where a stripping foil absorbs or strips
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Figure 5.5: Diagram of a rotation of the longitudinal phase space in the MEBT [164].

electrons from the H+
3 and C4+ ions to produce protons and C6+ ions respectively [163]. The energy

was chosen to maximise the stripping efficiency [161].

Medium Energy Beam Transfer Line (MEBT)

The MEBT contains the beam line sections located between the stripping foil and the injection to

the synchrotron [164]. To reduce the energy spread in the beam, a debunching cavity is used to

rotate the beam in longitudinal phase space. This rotation reduces the momentum spread of lower

energy beams and is visualised in fig. 5.5. In the figure, the beam coming from the LEBT is bunched

and represented in blue. As the beam propagates in drift space, the beam elongates and higher

momentum particles move ahead while the lower momentum particles fall behind as depicted in red.

In the debunching cavity the RF voltage is adiabatically (slowly) lowered, resulting in the beam

shown in green. The reduction in the momentum spread comes at a cost of the bunch length, but

this is not a major concern as the multi-turn injection process will smear out the bunch length [164].

A degrader before the synchrotron attenuates the beam intensity to limit the number of particles

entering the synchrotron. There are four settings available: 10%, 20%, 50%, and 100%, which

correspond to the percentage of the beam current that is transmitted (with 100% representing no

beam degradation). For clinical operations, typically only degraders for 10% and 20% are used to

suit the requirements for treatment [164].

Synchrotron

The main ring synchrotron accelerates the beam to the energies required for treatment. From the

MEBT, multi-turn injection is used to fill the available phase space. An advantage of this technique

is that changes in the beam emittance at the MEBT mainly affects the injected beam current, but
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Figure 5.6: Schematic view of the phase space volume during slow extraction. Figure from the
PIMMS study [158].

not the emittance in the synchrotron.

The magnets in the ring are ramped synchronously at up to 3 T/s [163], with a field-stabilisation

time required to allow eddy currents to decay. After the desired energy is attained, the beam is

debunched before slow extraction is employed to extract the beam into the High Energy Beam

Transport line (HEBT). To achieve the slow resonant extraction, a betatron core is used [158]. The

betatron core accelerates the particles to an unstable resonance, this causes the amplitude of the beam

to increase, and after a certain number of turns the particles on the edge will reach the electrostatic

septum. This septum applies a small deflection to a magnetic septum which applies a larger kick to

extract the beam towards the HEBT. As can be seen in fig. 5.6, the extracted beam will have a small

emittance and long spill time.

The phase space of the extracted beam differs from conventional beams as can be seen in fig. 5.7.

In the extraction plane, the segment of the separatrix that is deflected by the electrostatic septum

has a phase space shape that is rectangular, and is referred to as a bar of charge [158].

High Energy Beam Transfer Line (HEBT)

The HEBT comprises the beam line from extraction to the four irradiation rooms. Within the HEBT

is the chopper, which contains a block of tungsten to prevent the beam from unintentionally entering

any of the irradiation rooms. As seen in fig. 5.8, for beam to reach an irradiation room, four kicker

magnets need to be powered in order to divert the beam around the beam dump and back onto

the central axis [158]. Following the chopper is the phase shifter-stepper (PSS) which consists of
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Figure 5.7: Schematic representation of the phase space of the beam after extraction. Figure from
the PIMMS study [158].

Figure 5.8: Schematic view of the chopper [158].

six independently powered quadrupoles. This module was designed to manipulate the beam size to

satisfy the clinical requirements. The PSS marks the end of the common section of the beam line,

before it diverts to the different rooms through the use of switching dipoles. The maximum number

of particles that reach the irradiation room is 2×1010 protons or 1×109 carbon ions, which is scanned

over a target volume through the use of scanning magnets [165].

5.3.3 Diagnostic Devices

Various beam diagnostic devices are positioned throughout the beam line to ensure the safety of the

patient and allow successful treatment. An overview of various beam monitors in use are given in

Table 5.1.

Wire scanners measure the beam profile and position through the use of a pair of thin wires

which move through the beam for measurements in the horizontal and vertical plane. As the wire

passes through the beam, secondary particles are generated. From these secondaries, the transverse

distribution and position of the beam can be determined.

Slit plates are used to measure the beam emittance. As the beam passes through the plates with

horizontal or vertical slits, it is split into smaller pieces which drift to a screen. From the measured



100 CHAPTER 5. CURRENT DAY HADRON THERAPY ACCELERATORS

Table 5.1: Overview of beam monitors located in the beam line at MedAustron. Adapted from
[166,167].

Beam Monitor Location Quantity Purpose

Wire Scanners LEBT 28 Measures beam
intensity

Slit Plates LEBT, MEBT 40 Collimates beam and
measures emittance

Faraday Cups LEBT, MEBT 11 Measures beam
intensity

Cylindrical LEBT 1 Measures beam
Faraday Cup intensity
Current LEBT, MEBT, MR 5 Measures beam
Transformer intensity and fluence
Profile Grid LEBT, MEBT 7 Measures beam profile,
Monitors emittance, and position

Position Pickup MEBT, MR 21 Measures beam
position

Stripping Foil MEBT 1 Strips particles
of electrons

Degraders MEBT 3 Regulates beam
intensity

Schottky Pickup MR 2 Measures beam velocity
and momentum spread

Luminescent Screen MR 2 Measures beam
position and intensity

Septum Shadow MR 1 Measures beam profileMonitor

Silicon Diode MR 1 Measures beam
loss

Scintillating Fibre HEBT 29 Measures beam profile
Hodoscope and position

Qualification Monitor HEBT 1 Measures beam profile,
position and intensity

In total 153
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intensity for the different slits, the angular distribution can be determined.

Faraday cups measure the current of the beam destructively by stopping the beam. The incoming

beam will collide with the cup material and be absorbed. The beam current can be determined by

discharging the cup.

Current transformers consist of a torus wound with wire through which a beam passes. The beam

current is measured by observing how the magnetic field changes. To shield against external fields,

the current transformer is housed in a metal housing.

The Profile Grid Monitor (PGX) was developed at MedAustron to measure the beam profile

for a pulsed beam [168]. The PGX consists of harp grids (wires stretched in one plane) to cover

the transverse plane of the beam. These monitors can be moved into the beam path in order to

do measurements. Similar to wire scanners, the secondary particles generated are measured and

converted into the beam intensity, which subsequently gives the beam profile and position.

Position pickups consists of pairs of electrodes onto which signals are induced by a beam. The

ratio of the amplitudes of the induced signals allows for the beam position to be calculated. Key to

the operation is defining the signal amplitudes.

Schottky signals originate from fluctuations or noise in the beam current due to the movement of

individual particles. From these signals, the relative momentum spread or transverse velocity spread

can be extracted [166].

Luminescent screens provide a destructive means to measure the transverse beam profile. When

the beam interacts with the screen, light emission can be captured by a camera. These screens are

placed at the injection to the synchrotron to study the injected beam.

At extraction, a diode detector made of hydrogenated amorphous silicon is used to measure the

beam loss on the extraction septum. A monitor after the extraction septum measures the profile of

the beam that is extracted [166].

Scintillating fibre hodoscopes (SFX) measure the transverse position and profile of the beam. A

SFX consists of planes of scintillating fibres grouped together. As a particle hits the scintillating

material, the emitted light from collisions are detected by a CCD camera. However, a limitation of

hodoscopes are in the spatial resolution, which is limited by the size of the fibres. At MedAustron, the

SFX monitors are composed of 128 fibres, each fibre has a diameter of 0.5 mm and no gap between

adjacent fibres [166].

The Qualification Monitor consists of two scintillating fibre planes to measure the beam position.

This is followed by a scintillator plate used to measure the beam intensity. The monitor is mainly

used to measure the head of the treatment beam.

In addition to the aforementioned monitors, each irradiation room at MedAustron is equipped
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with a Dose Delivery System (DDS) which was developed at CNAO. The DDS helps to ensure the

proper delivery of a prescribed dose. The DDS consists of five parallel plate ionisation chambers

housed in two independent boxes (DDM). Box 1 contains a large area integral chamber to measure

the beam fluence, followed by two chambers with segmented anodes to measure the beam profile and

position. Box 2 contains another large area integral chamber followed by a chamber segmented into

32 × 32 pixels [169].



Chapter 6

MedAustron Spot Size

Commissioning

One of the key challenges to beam commissioning is to make the most of the time available, in

particular when commissioning for a facility that treats patients. Due to time constraints, simulations

were essential to make the most of a commissioning session. The work in this chapter will present the

simulation efforts and measurement results for beam spot size commissioning at MedAustron from

the year 2018 to 2019. The main focus was for MedAustron to commission a carbon ion beam suitable

for patient treatment for the first time. Part of the work also included commissioning a 800 MeV

proton beam for the research room.

The Methodical Accelerator Design (MAD-X) is a useful simulation code for particle accelerator

design [35, 170]. A particularly useful aspect of MAD-X is its optics matching module which can

calculate the Twiss parameters at all parts of the beam line. Beam Delivery Simulation (BDSIM)

uses the Monte Carlo simulation toolkit Geant4 [50] to simulate the transport of particles in an

accelerator as well as simulating various interaction processes with materials [37]. BDSIM has been

designed to use an ASCII text input with a syntax similar to MAD-X making it easy to use both

simulations in tandem. In addition, BDSIM includes a visual model in 3D to better visualize particle

tracks. Analysis in this chapter was performed using MAD-X v5.04.00, BDSIM v1.0.0, and Geant4

v10.04.p01.

6.1 Slow Extraction Beam Distribution

A key component to obtaining useful results from beam simulations are the initial parameters of

the beam. The beam distribution will affect the evolution of the beam as it propagates through the

103
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beam line. Hence, being able to model accurately the beam which is delivered is crucial to make the

most of the commissioning session. For conventional beams, a Gaussian distribution for phase space

parameters is a good approximation to a beam described by the Twiss parameters. However, for the

beam extracted from the MedAustron synchrotron, this is only a good approximation for the vertical

phase space (refer to sec. 5.3.2). In this case, the particles can be generated according to:

𝑦 =𝑎√𝜖𝑦𝛽𝑦 (6.1)

𝑦′ =(𝑏 − 𝛼𝑦𝑎)√
𝜖𝑦
𝛽𝑦

(6.2)

where 𝑦 is the position, 𝑦′ is the normalised vertical momentum, and 𝑝 is the momentum. 𝛼𝑦, 𝛽𝑦 are

the vertical Twiss parameters and 𝜖𝑦 is the vertical emittance. 𝑎 and 𝑏 are Gaussian random numbers

generated with a mean value of 0 and a standard deviation of 1. Appendix A shows how these values

are derived.

In comparison to the vertical plane, the horizontal phase space does not have a Gaussian spread but

is instead a bar of charge which does not correspond precisely to the Twiss parameters. To characterise

this distribution, there are three main degrees of freedom to specify: position distribution, angular

distribution, and orientation of the bar.

From the PIMMS study [158], a method to couple the Twiss parameters to the bar of charge is by

indirect fitting. The bar of charge is enclosed within an ellipse described by the Twiss parameters, this

approximates the beam evolution through the beam line. But this method was difficult to implement

in practice. In order to best fit an ellipse to the bar of charge, the orientation of the bar needs to be

horizontal with a small divergence. However, it was not known at what position in the HEBT this

was the case as the angular distribution was difficult to determine. A different but similar method

based on direct fitting was attempted [158]; instead of enclosing the bar of charge with an ellipse, the

ellipse itself was fitted within the bar of charge. By coupling the Twiss parameters to the bar, the

horizontal phase space could be approximated by a Gaussian distribution and will be discussed in

sec. 6.2.2.

As both transverse planes could be approximated with Twiss parameters, the challenge to the

simulations was in determining the initial parameters which differed from the design values. Initially

a manual fitting scheme was performed by varying initial Twiss parameters to fit to measurements.

Although time consuming, this method had a small measure of success. But it was abundantly clear

that a more methodical approach was needed to determine the Twiss parameters at an arbitrary

location in the beam line.
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6.2 Fitting Measured Beam with Twiss Parameters

Two methods were attempted to approximate the beam with the Twiss parameters. One method

was to use the results of a quadrupole scan, the other method was to fit Twiss parameters and beam

emittance to detector measurements along the beam line.

6.2.1 Quadrupole Scan Method

The quadrupole scan method [36,171] relies upon a single beam profile monitor close to a quadrupole.

The beam emittance can be determined by varying the quadrupole strength and observing how the

beam size changes. In addition, based on how the the beam position changes, the offset of the beam

from the center can also be determined. Consider a point, 𝑖, where a transverse plane of the beam

can be represented by the beam matrix:

Σ = ⎛⎜⎜
⎝

𝜎11 𝜎12

𝜎21 𝜎22

⎞⎟⎟
⎠

, (6.3)

where,

𝜎11 =⟨𝑥𝑖
2⟩ = 𝜖𝛽, (6.4)

𝜎12 =𝜎21 = ⟨𝑥𝑖𝑥′
𝑖⟩ = −𝜖𝛼, (6.5)

𝜎22 =⟨𝑥′2
𝑖 ⟩ = 𝜖𝛾. (6.6)

Here, 𝑥𝑖 is the position, 𝑥′
𝑖 the divergence, 𝜖 the geometrical emittance and (𝛽, 𝛾, 𝛼) represent the

Twiss parameters. The geometrical emittance is defined by:

𝜖 = det (Σ) = √𝜎11𝜎22 − 𝜎2
12 = √⟨𝑥2

𝑖 ⟩⟨𝑥′2
𝑖 ⟩ − ⟨𝑥2

𝑖 𝑥′2
𝑖 ⟩. (6.7)

A beam matrix, Σ0 will transform to Σ1 according to:

Σ1 = 𝑅Σ0𝑅𝑇 . (6.8)

If the initial beam matrix is known, the evolution of the beam will be determined by the transfer

matrix, 𝑅. A simple scenario is to consider the beam matrix Σ0, located at the entrance to a



106 CHAPTER 6. MEDAUSTRON SPOT SIZE COMMISSIONING

quadrupole:

Σ0 = ⎛⎜⎜
⎝

𝜎quad
11 𝜎quad

12

𝜎quad
21 𝜎quad

22

⎞⎟⎟
⎠

, (6.9)

The beam then travels through the quadrupole with strength 𝑘 and length 𝑙, followed by a drift space

of length 𝑑. The transfer matrix through this configuration is given by:

𝑅 = ⎛⎜⎜
⎝

1 𝑑
0 1

⎞⎟⎟
⎠

⎛⎜⎜
⎝

1 0
𝑘𝑙 1

⎞⎟⎟
⎠

= ⎛⎜⎜
⎝

1 + 𝑑𝑘𝑙 𝑑
𝑘𝑙 1

⎞⎟⎟
⎠

. (6.10)

Expanding the matrix equation for the beam size at the monitor, 𝜎Monitor
11 , leads to:

𝜎Monitor
11 =(1 + 𝑑𝑘𝑙)2𝜎quad

11 + 2𝑑(1 + 𝑑𝑘𝑙)𝜎quad
12 + 𝑑2𝜎quad

22 ,

= (𝜎quad
11 𝑑2𝑙2)⏟⏟⏟⏟⏟

𝐴

𝑘2 + (2𝑑𝑙𝜎quad
11 + 2𝑑2𝑙𝜎quad

12 )⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
𝐵

𝑘 + (𝜎quad
11 + 2𝑑𝜎quad

12 + 𝑑2𝜎quad
22 )⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

𝐶

. (6.11)

By plotting the square of the RMS beam size against various quadrupole strengths and coefficients

𝐴, 𝐵, and 𝐶, a quadratic equation can be fitted. A rearrangement of the coefficients yields the beam

matrix elements:

𝜎quad
11 = 𝐴

𝑑2𝑙2 , 𝜎quad
12 = 𝐵 − 2𝑑𝑙𝜎quad

11
2𝑑2𝑙 , 𝜎quad

22 = 𝐶 − 𝜎quad
11 − 2𝑑𝜎quad

12
𝑑2 . (6.12)

This allows the calculation of the Twiss parameters and beam emittance at the start of the quadrupole:

𝜖 =√𝜎quad
11 𝜎quad

22 − (𝜎quad
12 )2, (6.13)

𝛼quad = − 𝜎quad
12
𝜖 , (6.14)

𝛽quad =𝜎quad
11
𝜖 , (6.15)

𝛾quad =𝜎quad
22
𝜖 . (6.16)

This method is optimal at a location where the beam waist can be scanned across.

6.2.2 Twiss Parameter Rematch

Another method was developed over the course of commissioning which sped up the characterisation

of a beam. Whereas the quadrupole scan relies on multiple measurements on a single beam profile

monitor, this method characterises a beam from a single trajectory measurements over several beam
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profile monitors.

Transfer matrix elements are related to the Twiss parameters through the relation given in eq. 2.77

[38]:

⎛⎜⎜
⎝

𝑅11 𝑅12

𝑅21 𝑅22

⎞⎟⎟
⎠

= ⎛⎜⎜
⎝

√ 𝛽
𝛽0

(cos(𝜇) + 𝛼0 sin(𝜇)) √𝛽𝛽0 sin(𝜇)
𝛼0−𝛼
√𝛽𝛽0

cos(𝜇) − 1+𝛼𝛼0
√𝛽𝛽0

sin(𝜇) √ 𝛽0
𝛽 (cos(𝜇) − 𝛼 sin(𝜇))

⎞⎟⎟
⎠

. (6.17)

On the right side, the matrix elements are composed of Twiss parameters and the phase advance

𝜇. The subscript zero refers to the initial Twiss parameters at the start. From eq. 6.17 the phase

advance can be expressed by:

𝜇 = arcsin ( 𝑅12
√𝛽𝛽0

) . (6.18)

Substituting eq. 6.18 into eq. 6.17 allows for 𝛽 to be solved for:

𝛽 = (𝑅12)2 + 𝛼0
2 (𝑅12)2 − 2𝛼0𝑅11𝑅12𝛽0 + (𝛽0𝑅11)2

𝛽0
. (6.19)

From this, 𝛽 can be expressed in terms of the initial Twiss parameters and transfer matrix elements.

For a beam with a normal distribution, the full width at half maximum (FWHM) is given by:

FWHM = 2√2 ln(2)𝜎, (6.20)

where 𝜎 = √𝛽𝜖, 𝛽 is the Twiss parameter and 𝜖 is the geometrical emittance. Substitution and

rearrangement yields:

𝛽 = 1
𝜖 ( FWHM

2√2 ln(2)
)

2

. (6.21)

Comparing eq. 6.19 and eq. 6.21 gives an expression relating the initial Twiss parameters to beam

size measurements. Using multiple measurements along a beamline allows for a least squares min-

imisation:

𝑆 = ∑
𝑖

[( FWHM
2√2 ln(2)

) − √𝛽𝑖𝜖]
2

, (6.22)

where 𝛽𝑖 is the Twiss beta value at a detector 𝑖, as a function of the initial Twiss parameters. In
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Table 6.1: Fitted Twiss parameters used to generate a vertical beam fitted to beam profile measure-
ments using the design vertical emittance and a fitted vertical emittance. 𝛽𝑦 represents the amplitude
function, 𝛼𝑦 the correlation function, 𝑑𝑦 the dispersion of position 𝑦 and 𝜖𝑦 is the geometrical beam
emittance.

Parameters Design Value Optics w/ Design Emittance Optics w/ Fitted Emittance
𝛽𝑦 [m] 3.0 15.5 3.0
𝛼𝑦 0.0 2.5 0.22
𝑑𝑦 [m] 0.0 0.0 0.0
𝜖𝑦 [𝜋⋅m⋅rad] 7.3 × 10−7 7.3 × 10−7 3.8 × 10−6

MAD-X, the coefficients for the R matrix can be found by using the Sectormap output at each

point in the beam line. From a trajectory measurement, the minimization procedure will give an

approximation of the initial Twiss parameters of a beam that best fits to all measurements.

6.3 Issues Identified during Spot Size Commissioning

Due to time constraints resulting from the need to continuously treat patients with protons on a daily

basis, the number of commissioning shifts were limited. Only a few shifts were dedicated to the spot

size, with most of those shifts naturally relegated to the end of the commissioning phase. However,

several key issues were identified over the course of commissioning which had an effect on spot size

adjustments.

6.3.1 Large Vertical Emittance

While the synchrotron was still being commissioned for carbon ions, several preliminary beam mea-

surements were made in the HEBT. These measurements were used to approximate the beam. To

characterise the beam, Twiss parameters were matched to the vertical plane profile measurements.

However, there was insufficient information to determine the beam emittance.

To fit the measurements, one case was considered where the beam had different starting optics

but still having the design vertical emittance [172]. The Twiss optics were manually tweaked to find

a fitting. In another case, it was assumed that the beam optics were similar to the design, but the

emittance was increased. In both cases, the beams were primarily matched to the first detector, EX-

02-001-SFX, but also included consideration for the other detectors. A summary of the relevant fitted

parameters is given in table 6.1 for the two cases. Both beams were simulated through the HEBT

beam line and compared against the measurements at several detectors with the results presented in

table 6.2 and in fig. 6.1.

Comparing the results in table 6.2, it can be seen that both beams start with a beam size matched

to the measurement at EX-02-001-SFX. However, for the case with the design emittance, there is a
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Table 6.2: Comparison of FWHM spot sizes between measurements and simulation results at several
SFX and DDM monitor measurements. The beams were simulated using the fitted Twiss parameters
from table 6.1.

Monitor Measurement Optics w/ Design Emittance Optics w/ Fitted Emittance
EX-02-001-SFX 7.7 ± 2.2 mm 7.73 mm 7.71 mm
T2-00-000-SFX 15.2 ± 4.1 mm 8.08 mm 17.72 mm
T2-01-000-SFX 7.2 ± 2.0 mm 7.63 mm 7.66 mm
H2-00-000-SFX 29.9 ± 8.4 mm 17.37 mm 27.34 mm
H2-00-001-SFX 12.3 ± 3.7 mm 10.75 mm 12.0 mm

Figure 6.1: Comparison of FWHM spot sizes between measurements (in blue) and simulation results
(in orange and green) at several SFX and DDM monitor measurements as shown in table 6.2.
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Figure 6.2: Horizontal spot size for protons at 62 MeV scanned over several settings for the PSS [173].
Uncertainty values for these measurements was not provided.

notable discrepancy for two monitors: T2-00-000-SFX and H2-00-000-SFX. Whereas for the beam

using a fitted emittance, a better agreement to the measurements for all the measured detectors

could be found. Of the two scenarios considered, a beam close to the design optics but with a larger

emittance was more likely.

This conclusion was confirmed when the vertical emittance in the synchrotron was measured

and the vertical beam emittance was found to be larger [159]. The reason for this discrepancy was

attributed to a mismatch at the injection into the synchrotron. This mismatch was rectified and the

injection tunes were moved away from resonance lines which lowered the vertical emittance to about

9.0 × 10−7 (𝜋⋅m⋅rad) for carbon ions at the highest energy. This allowed for a smaller beam to be

delivered.

6.3.2 Phase Shifter and Stepper Issues (PSS)

The PSS consists of six independently powered quadrupoles placed in series. It is intended to provide

flexible control over the transverse beam profile. Specifically, the PSS would provide sufficient degrees

of freedom to manipulate both transverse planes. When protons were first commissioned, the ability

of the PSS to control the spot size was investigated. If the spot size is plotted against the phase

advance, a sinusoidal shape is traced out as can be seen in fig. 6.2. In principle, the quadrupole

settings could be varied for different energies to adjust the spot size. However, this full functionality

was not needed and only settings for the highest and lowest proton energies were used, with settings for

the intermediate energies interpolated. Finer adjustments to the spot size were left to the quadrupoles

located downstream.

The capabilities of using the PSS for carbon ions was also investigated, but a different behaviour
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Figure 6.3: Comparison in the FWHM spot size (in units of mm) between the results from simulations
and measurements at the position of the DDM when the PSS was adjusted. The horizontal axis
represents the iteration of the scan corresponding different quadrupole settings to achieve a phase
advance, and the vertical axis representing the FWHM. It can be seen that in the horizontal plane,
the results appear quite similar though a strange plateau region can just about be observed. In the
vertical plane, after the first iteration the FWHM seems to jump up to a larger value for subsequent
iterations. Uncertainty values were not recorded for the measurements.

was found. A parameter scan over the phase advance for the horizontal spot size was done while

keeping the vertical spot size constant, and the results were compared against MAD-X simulations

as shown in fig. 6.3. For the horizontal plane it can be seen that a good match can be found between

simulation and measurements for the spot size. But it can be noted that for simulations there is a

small dip, whereas the measurements appear to plateau out. For the vertical plane with exception

to the first quadrupole settings (SID-1), the measurements seem to have a constant offset from the

simulations. Investigations of the jump in the vertical spot size showed that the discrepancy was

due to this set of quadrupole settings in MAD-X having significantly different strengths and polarity

compared to the others.

Fig. 6.4 shows results for a finer scan performed around the plateau region in the horizontal plane.

For the horizontal plane at SID-11, it can be seen that comparable beam sizes between simulation

and measurements were obtained. But a discrepancy seems to grow. Whereas the simulated beam

decreases to a much smaller beam size, the measured beam does not decrease appreciably. This gives

an indication that the bar of charge is not rotating as expected. In the case of the vertical plane, an

offset was applied, to bring the measurements and simulation values closer. But as as seen in fig. 6.4,

it appears that the measured beam is slightly increasing between different quadrupole settings.

Due to time limitations, these were the only scans performed. As a result, it is difficult to pin down
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Figure 6.4: Comparison between the FWHM spot size (in units of mm) results from simulations
(dashed lines) and measurements (solid lines) at the position of the DDM when adjusting the PSS
for a finer scan of a perceived plateau region. The horizontal axis represents the iteration of the scan,
and the vertical axis representing the FWHM. For the horizontal plane (blue) a plateau region for
the measurements can be seen, despite the simulations indicating the beam should be shrinking. For
the vertical plane (orange) the measured beam size slightly increases. Uncertainty values were not
recorded for the measurements.

the exact reason for the observed deviations, but some hypotheses can be made. For the horizontal

phase space, one possibility is related to the orientation of the bar of charge in trace space. From the

schematic diagram in fig. 6.5, it can be seen that if the bar at the detector is close to horizontal, a

variation of the phase advance would only give a small change in the spot size. Whereas if the bar

was oriented vertically, a change in the phase advance would yield a much larger difference. Another

explanation is that the sinusoidal shape that was obtained for protons is due to the larger spot size

and lower energies. Under these conditions, variations in spot size can be more easily observed. On

the other hand, the deviations in the vertical plane in the second scan could be explained by a beam

not being centred as it passes through the quadrupole magnets. This would lead to a variation in the

focusing experienced by the beam, resulting in a varying spot size.

These scans took place before the vertical emittance was recommissioned, so the vertical spot size

was larger than it should have been. Although the properties of the extracted beam changed, these

scans exemplified some unexpected behaviour in the beam. Similar issues were still observed when

the beam emittance was lowered. In the end, the same approach as for protons was taken where

quadrupole settings for the maximum and minimum energies for carbon ions were determined. The

finer spot size adjustments were left to the quadrupoles that were located downstream seen in fig. 6.6.
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Figure 6.5: Schematic diagram of beam spot size changing with the phase advance, taken from
PIMMS study [158].

Figure 6.6: Schematic diagram of the horizontal and vertical beam line for IR2 where the quadrupoles
are denoted in red, dipoles in green, scanning magnets in yellow, kicker magnets in gray, and other
symbols represent various monitors. The quadrupoles in the horizontal beam line are designated.
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Figure 6.7: Comparison of simulated and experimental FWHM for protons (a) and carbon ions (b)
from CNAO [174].

6.3.3 Discrepancies in the Scattering Physics Simulations

Another problem encountered was a discrepancy in the FWHM beam spot size between Geant4

simulations and measurements. This issue had been previously noticed at CNAO [174] where beams

of protons and carbon ions simulated in Geant4 for various energies showed a smaller spot size

compared to measurements. As can be seen in fig. 6.7, there is a good overlap for proton beams

at CNAO, but there is a growing discrepancy as the energy is lowered. For carbon ions there is

a different trend in the relationship between the beam size and energy. The authors of the paper

point to the choice of the Geant4 physics list as being the cause of the differences in the carbon

ion simulations which would be investigated in future studies. A similar phenomenon was noted at

MedAustron for proton beams by Grevillot [175], where the best agreement between measurements

and simulations is at high energies. A comparison has been made of three Monte Carlo simulation

codes: Geant4, MCNP6, and FLUKA, which shows that Geant4 appears to underestimate lateral

scattering, [176]. This study suggests that this is due to the multiple scattering algorithm used in

Geant4.

For beam size optimisations, the carbon ions were simulated with BDSIM for the IR2-H beam line,

and a comparison of the spot sizes at two locations can be seen in fig. 6.8. In fig. 6.8a and fig. 6.8b a

good match was found for all energies at a position 50 cm upstream of the isocentre (before scattering

in the air) for both planes. In comparison, fig. 6.8c and fig. 6.8d shows a discrepancy for the lower

energies for measurements at the location of the isocentre. This matches the results from the past

simulations. The percentage error between the simulations and measurements go beyond 10% for the

lower energies in both planes. From these results it appears to support Geant4 simulations having a

tendency to underestimate the lateral scattering for lower energies.
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(a) Horizontal spot size at ISD50. (b) Vertical spot size at ISD50.

(c) Horizontal spot size at ISD0. (d) Vertical spot size at ISD0.

Figure 6.8: Carbon ion beam spot size comparisons at ISD50 and ISD0 between Geant4 BDSIM
simulations and measurements.

BDSIM allows the user to easily select which Geant4 physics libraries are used for the simulation.

Different physics processes and modelled were compared to investigate if these would affect the results.

These comparisons include different hadronic physics and electromagnetic models, multiple scattering

models, and different threshold cuts. However, it was found that there was only a minor difference

in scattering, and the same discrepant behaviour could still be observed. It can be noted that there

may be other factors which cause this discrepancy for lower energies. First, the medical nozzle was

only roughly simulated and a difference in the geometries could skew the results. In addition, there is

an uncertainty with how well the simulations approximate the beam. A more thorough investigation

would be needed in order to identify the cause of this discrepancy.

An inability to simulate the spot size at isocentre was a reoccurring problem during commissioning.

However, given that the underestimation appears to be comparable for both transverse planes, the

simulations did serve as a good gauge for the ellipticity. When preparing for commissioning shifts,

an approximate compensation was applied to the simulation results for the various energies. As the

compensation is very approximate, iterative scans were required during shifts in order to optimise the

beam. But regions to scan quadrupole settings could be identified which helped to save time during

shifts.
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Table 6.3: Vertical Twiss parameters at EX-02-001-SFX by backtracking from the Twiss parameters
measured at a downstream quadrupole for the two extreme energies of delivered carbon ions.

Parameter Value (402.8 MeV/u) Value (120.0 MeV/u)
𝜖𝑦 0.9 𝜋 ⋅ mm ⋅ mrad 2.1 𝜋 ⋅ mm ⋅ mrad
𝛽𝑦 8.18 m 4.00 m
𝛼𝑦 -1.41 -0.15

6.4 IR2-H Spot Size Commissioning

6.4.1 Spot Size Requirements

Carbon ion beam commissioning at MedAustron first focused on delivery of beam to the fixed hori-

zontal beam line for IR2 (IR2-H). The spot sizes delivered needed to satisfy certain conditions for all

energies from 120 MeV/u to 402.8 MeV/u including:

• Average FWHM spot size in both planes to be symmetric to within ±10%.

• Average FWHM spot size for all energies to lie between 6 mm and 10 mm at isocentre.

• The symmetric beam spot size to be achieved at all positions from isocentre to a position 50

cm upstream of the isocentre.

In order to satisfy these conditions, accurate information needed to be obtained about the initial

beam distribution and beam line configuration in order to simulate the beam. This was complicated

by the fact that while the carbon ion beam was still being commissioned in the synchrotron, the

extracted beam would vary between beam commissioning sessions.

6.4.2 Spot Size Commissioning

Characterising the Beam from Quadrupole Scanning

Following the quadrupole scan method outlined in subsection 6.2.1, a series of measurements gave

the Twiss parameters and emittance of a beam at the location of a quadrupole. Using MAD-X, the

optics at the quadrupole were backtracked. The resulting vertical Twiss parameters at the start of

the IR2 beam line is given in table 6.3.

A comparison of the results of simulations and measurements for the vertical plane can be seen in

fig. 6.9. It can be seen that the results of the simulations and measurements are in good agreement.

The quad scan also provided parameters for the horizontal plane, but was not used due to large

uncertainties. This is because in the horizontal plane, the beam was quite narrow at the position
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Figure 6.9: Comparison of the beam vertical FWHM measurements and simulations results using the
optics from quad scans for carbon ions at 402.8 MeV/u.

of the detector [177], where it was only detected on a single fibre of the SFX monitor. Due to time

constraints another part of the beam line could not be scanned.

Spot Size Adjustment

Using the reconstructed parameters from the quadrupole scan and manually adjusting the optical

parameters for the horizontal plane, MAD-X was used to adjust the beam spot size. At the end of

the beam line is a medical nozzle containing beam diagnostic devices such as the DDM. Following

the nozzle is a gap of air between to the isocentre. In order to simulate the beam properly, scattering

physics needed to be accounted for. MAD-X does not include scattering physics models, so BDSIM

was used. A combination of the two codes was used for spot size adjustment. The work flow consisted

of using MAD-X to do the optics matching, and then simulating the beam in BDSIM to incorporate

scattering effects through the nozzle and air.

However, as previously outlined, there was a discrepancy at low energies between simulations

and measurements. With little time available to investigate, a rudimentary method was used where

scans over approximate Twiss parameters were used to generate magnet settings. A comparison of

the parameters to measured beam sizes were then used to guide adjustments to the beam. This

rudimentary method relies upon the beam being characterised well enough that a variation in the

Twiss parameters would be reflected in the measured beam.

The method worked well for the vertical plane as the beam was well approximated using the

parameters in table 6.3. A change in 𝛽𝑦 would directly correspond to a change in the vertical beam
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size and a constraint of 𝛼𝑦 = 0 would minimise the beam divergence. But extra care needed to be

taken for the horizontal plane as varying both 𝛽𝑥 and 𝜇𝑥 would affect the beam size. Varying the 𝛽𝑥

parameter while keeping the phase advance constant between scans can be pictured as sequentially

widening or shrinking the bar of charge. Whilst keeping 𝛽𝑥 constant and varying the phase advance

corresponds to a rotation in phase space. As the orientation of the bar of charge is not known, varying

both parameters between scans could drastically affect the beam size. Furthermore, 𝜇𝑥 also affects

the beam divergence. Due to this, a 𝜇𝑥 value that minimised the beam divergence was found, and 𝛽𝑥

was used for beam size adjustments. Finally, there were constraints on the beam size to not scrape

the beam pipe, which corresponded to (𝛽x, max < 80, 𝛽y, max < 85).

Only the last three quadrupoles in the IR2-H beam line could be used for adjustments. The

other quadrupoles in the beam line were not used because the presence of the bending dipole requires

several quadrupoles to close the dispersion. Given the number of constraints on the parameters,

three quadrupoles alone do not provide sufficient degrees of freedom. So some of these conditions

were relaxed in order to best satisfy the specifications. A setting was first found for the highest

energy as that would be where the magnet strengths tended to be highest, then settings were found

for the lowest energy. The magnet settings for the intermediate energies are interpolated between the

two strengths. Beam measurements have shown this to be an effective method to generate magnet

settings without requiring the operator to specify the value. The spot sizes were first optimised at

isocentre, but it was found that the beam fell out of specifications at several positions upstream of the

isocentre. This required the beam to be re-optimised at a position 25 cm upstream of the isocentre.

The final FWHM spot sizes and ellipticity at isocentre can be seen in fig. 6.10 and at isocentre -

25 cm in fig. 6.11.

Although the spot size commissioning campaign was successful for IR2-H, the process highlighted

a problem with characterising the beam. The quad scan method was very effective in reconstructing

the vertical Twiss parameters, but took commissioning time to carry out. In addition, this method

did not work well for the horizontal plane. But even if both planes could be characterised, there was

still a discrepancy arising from the scattering simulations.

6.5 IR1 Spot Size Commissioning

6.5.1 Carbon Ion Beam

After carbon ions were commissioned for IR2-H, commissioning for IR1 quickly followed. In this case,

only the HEBT needed to be commissioned. The specifications for the spot sizes are the same as

specified in sec. 6.4.1 with the exception that these only needed to be achieved at isocentre.
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Figure 6.10: Spot size analysis after optimising for three energies at isocentre. Regions in beige are
regions that exceed the constraints, the stars represent the constraint surrounding the average spot
size at each energy for multiple spills, and the error bars representing the measured average spot size
for multiple spills. The top plot shows the FWHM of the beam, and the bottom plot shows the beam
ellipticity.

Figure 6.11: Spot size analysis after optimising for three energies at the position of isocentre - 25 cm.
Regions in beige are regions that exceed the constraints, the stars represent the constraint surrounding
the average spot size at each energy for multiple spills, and the error bars representing the measured
average spot size for multiple spills. The top plot shows the FWHM of the beam, and the bottom
plot shows the beam ellipticity.
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Table 6.4: Comparison of carbon ion beam measurements and beam size simulations in the vertical
plane using optics backtracked from the IR2-H quadrupole scan for 120 MeV/u carbon ions. The
backtracked optics at the position EX-01-001-SFX are: 𝜖𝑦 = 2.1 𝜋 ⋅ mm ⋅ mrad, 𝛽𝑦 =1.5 m, 𝛼𝑦 = 0.13.

Monitor Measurement Simulation
EX-01-001-SFX 5.1 ± 0.7 mm 4.2 mm
EX-01-002-SFX 8.8 ± 1.2 mm 12.9 mm
EX-01-003-SFX 7.0 ± 1.0 mm 9.7 mm
T1-00-000-SFX 11.9 ± 1.5 mm 10.9 mm
T1-01-000-SFX 11.9 ± 1.5 mm 15.5 mm
DDM 5.5 ± 0.7 mm 7.34 mm
ISD0 8.7 ± 1.1 mm 10.0 mm

Figure 6.12: Comparison of carbon ion beam measurements and beam size simulations in the vertical
plane using optics backtracked from the IR2-H quadrupole scan for 120 MeV/u carbon ions. The
values in the plot are found in table 6.4.

As before, characterising the beam was important. Ideally a quad scan could be performed to

reconstruct the beam entering IR1, but there was not enough time to do so. Instead, the Twiss

parameters from the quad scan for IR2-H were backtracked to the entrance of IR1. Given the good

comparison that was achieved previously, it was assumed that a good comparison could also be

achieved for IR1. But as can be seen in table 6.4 and fig. 6.12 for 120 MeV/u carbon ions, there is a

discrepancy between measurements and simulations in the vertical plane.

Despite lacking a good characterisation of the beam, quadrupole scans over the Twiss optics were

used to adjust the spot size. However, due to the lack of a well characterised beam, a lot more scans

were necessary to adjust the beam. The main difficulty was in minimising the divergence. Matching

the lattice to a value of 𝛼𝑦 = 0 at the isocentre would not necessarily minimise the divergence as the

starting Twiss parameters were not representative of the beam. There was a similar problem with the
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Figure 6.13: Final commissioned values for IR1 for a range of carbon ion energies at isocentre. Regions
in beige are regions that exceed the constraints, the stars represent the constraint surrounding the
average spot size at each energy for multiple spills, and the error bars representing the measured
average spot size for multiple spills. The top plot shows the FWHM of the beam, and the bottom
plot shows the beam ellipticity.

phase advance for the horizontal plane. However, as the specifications only applied at the isocentre,

this mitigated some of these issues. The final values are given in fig. 6.13 for a range of energies. But

it was clear that a fast method to approximate and characterise the beam was required.

6.5.2 800 MeV Proton Beam

In addition to carbon ions, highly energetic proton beams were of interest to the research groups,

which led to 800 MeV protons being commissioned. In this case, three spot sizes were requested:

4×4 mm2, 8×8 mm2, and 20×20 mm2. Initially an even smaller spot size was desired, but due to

the vertical emittance of the 800 MeV proton beam, it was found that smaller beam sizes were not

feasible.

The Twiss rematch procedure outlined in sec 6.2.2 was developed after the issues encountered for

carbon ions. A key advantage of this procedure in characterising a beam compared to performing

quadrupole scans is that it relies upon measurements at multiple detectors. This could be easily

performed by the beam operators and does not require a commissioner to be present. In addition, it

only requires a few minutes to perform. Another advantage is that a measurement of the beam waist

is not necessary, but does require the beam to be well characterised by Twiss parameters.

To evaluate the effectiveness of this method in characterising a beam, a comparison was made

to the commissioned carbon ion beams for IR2-H. A trajectory scan was carried out and the fitted
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Table 6.5: Optics from Twiss rematch procedure from trajectory measurements of IR2-H for carbon
ions.

Parameter Value
402.8 MeV/u 120.0 MeV/u

𝜖𝑥 0.18 𝜋 ⋅ mm ⋅ mrad 0.18 𝜋 ⋅ mm ⋅ mrad
𝛽𝑥 20.12 m 5.42 m
𝛼𝑥 −6.87 −2.96
𝜖𝑦 0.79 𝜋 ⋅ mm ⋅ mrad 2.25 𝜋 ⋅ mm ⋅ mrad
𝛽𝑦 9.07 m 3.81 m
𝛼𝑦 -1.52 -0.17

Figure 6.14: Comparison of measurements and simulations of beam size at various detectors along
the IR2-H beam line for 402.8 MeV/u carbon ions. Initial optics taken from table 6.5.

optics using the Twiss rematch procedure are given in table 6.5. The beam size for the highest and

lowest carbon ion energies were measured and compared against the simulations as can be seen in

fig. 6.14 and fig 6.15 respectively. A good comparison can be found in both planes with the exception

of the simulated beam at the start for the horizontal plane. This could be an indication of a problem

in the monitor, or that the distribution of the beam is not described well by the Twiss parameters.

The effectiveness of this method is also supported by a comparison of the starting parameters for the

vertical plane between the quad scan (table 6.3) and the rematch procedure (table 6.5). Despite the

great characterisation, the discrepancy due to scattering at low energies can still be seen.

This method was used to characterise the 800 MeV beam before the shift. Due to the intensity

of the delivered beam, the medical nozzle containing the beam diagnostic devices was removed so

the DDM monitor was not available. But there were sufficient SFX detectors within the beam line

to characterise the beam, with the optics given in table 6.6. This description served as a good
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Figure 6.15: Comparison of measurements and simulations of beam size at various detectors along
the IR2-H beam line for 120.0 MeV/u carbon ions. Initial optics taken from table 6.5.

Table 6.6: Optics from Twiss rematch procedure from trajectory measurements of IR1 for 800 MeV
protons.

Parameter Value
𝜖𝑥 0.40 𝜋 ⋅ mm ⋅ mrad
𝛽𝑥 3.99 m
𝛼𝑥 −1.12
𝜖𝑦 1.35 𝜋 ⋅ mm ⋅ mrad
𝛽𝑦 4.41 m
𝛼𝑦 0.61

characterisation of the beam, and only a couple of scans were needed to achieve the three spot sizes

as seen in table 6.7 and fig. 6.16 for the smallest spot size. Due to the relatively high energy, there

was minimal scattering in the air which led to the great comparison of simulations and measurements.

In conclusion, the Twiss rematch procedure proved to be both a quick and accurate way to fit

and characterise a beam. It was also used to great success for various other spot size optimisations.

However, there are some issues affecting the effectiveness of this method. One is that this method

relies upon accurate measurements of the beam, if the detectors give inaccurate measurements (such

as radiation damage) this could affect the fitted optics. A possible solution is to incorporate a weight

factor to account for monitors that suffer from radiation damage. This would allow the minimisation

to prioritise the detectors which give accurate measurements. Another issue is that the method only

works for a centred beam. An adjustment to the method would be needed to incorporate the beam

position.
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Table 6.7: Comparison of measurements and simulations at various detectors along the IR1 beam line
for 800 MeV protons, using optics from table 6.6. Different quadrupole settings were used in order to
achieve the three different spot sizes at ISD0.

Monitor Horizontal [mm] Vertical [mm]
Measurement Simulation Measurement Simulation

EX-01-001-SFX 2.7 ± 0.6 2.7 3.5 ± 0.7 3.7
EX-01-002-SFX 6.2 ± 1.3 6.0 12.0 ± 2.6 11.9
EX-01-003-SFX 8.2 ± 1.8 8.4 4.3 ± 0.9 5.0
T1-00-000-SFX 10.4 ± 2.3 9.8 14.5 ± 3.2 14.6
T1-01-000-SFX 11.5 ± 2.6 11.8 16.1 ± 3.6 16.1
T1-01-001-SFX 3.7 ± 0.8 3.4 7.5 ± 1.7 6.7
ISD0 (4×4 mm2) 4.1 ± 0.8 4.0 4.2 ± 0.8 4.6
ISD0 (8×8 mm2) 8.1 ± 1.8 8.1 7.9 ± 1.5 8.1
ISD0 (20×20 mm2) 20.2 ± 4.0 19.8 19.6 ± 3.8 19.3

Figure 6.16: Comparison of measurements and simulations at various detectors along the IR1 beam
line matched to 4×4 mm2 for 800 MeV protons. Initial beam optics come from table 6.6 and the beam
sizes can be found in table 6.7.



6.6. COLLIMATOR RISK ASSESSMENT 125

Figure 6.17: Schematic diagrams of the section of the beam line to consider the risk assessment. On
the left is beam line, where the beam dump, collimator, and PSS are pictured. On the right is the
collimator block that was installed just upstream of the PSS to intercept unwanted beam.

6.6 Collimator Risk Assessment

To allow for the safe delivery of carbon ions, some safety concerns needed to be addressed. In

particular, it was critical to ensure that any unwanted beam from the synchrotron is intercepted

before entering any of the irradiation rooms. MedAustron was designed such that by default the

extracted beam is directed straight towards a beam dump. In order for beam to reach the end

station, a set of dipole magnets (chopper) needs to be powered to divert the beam around the beam

dump (in the horizontal plane). However, in order to ensure safe delivery, situations need to be

considered where a fault in the system might result in unwanted beam irradiating one of the rooms.

This was previously considered when MedAustron was first commissioned with protons [178], and

this resulted in the inclusion of a collimator located right after the chopper and before the PSS as

can be seen in fig. 6.17.

In the previous analysis, WinAgile [179] was used to track a beam of protons. Initially, a phase

space that filled the beam pipe was tracked, and it was found that a subset of particles bypassed the

beam dump even when the chopper magnets were unpowered. The addition of a collimator could

intercept these extraneous particles as can be seen in fig. 6.18. A similar analysis for carbon ions was

necessary to ensure the collimator was still effective [180].

6.6.1 Reproducing the Proton Beam Simulations

The first step was to reproduce the analysis for protons to ensure the same results could be obtained

with MAD-X. This consisted of verifying the angular spread of particles that bypass the beam dump

is the same and that the collimator is still effective.
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Figure 6.18: Previous simulations performed for protons where all protons which bypass the beam
dump will hit the collimator walls. The image on the left shows the horizontal phase space of particles
for a simulation starting at the beam dump. The image on the right shows the horizontal phase space
at the position of the collimator [178]. The region between the cyan lines represents the gap in the
collimator.

Particle Configurations that Bypass Beam Dump

A large beam distribution that filled the entirety of the beam pipe was generated at the start of the

extraction line. Such a large distribution was simulated in order to capture all possible configurations

of particles. This beam distribution was then tracked to the beam dump.

In fig. 6.19 it can be seen that only a few particles bypass the beam dump according to the MAD-X

simulation. But it can be noted that the particles which bypass the beam dump fill the gap between

the beam dump and beam pipe (radius of about 3.3 cm). The divergence ranges between −0.005 rad

to 0.010 rad, and lies within the region given by fig. 6.18. This range is different to the previous

analysis because the WinAgile simulations use the maximum angular values for both positive and

negative angles to serve as a safety margin.

Simulations from Beam Dump to Collimator

A new distribution of particles starting at the gap of the beam dump was simulated with a distribution

of positions that filled the gap. Following what was done in the WinAgile simulations, a large safety

margin was simulated for with a divergence ranging between −0.010 rad to 0.010 rad. From the results

given by fig. 6.20, it can be seen that the distribution of protons which bypass the beam dump are

captured by the collimator.
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Figure 6.19: The left image shows the initial starting horizontal phase space distribution of particles
at the beginning of extraction at the start of the EX-00-000-MST magnet. The image on the right
shows the horizontal phase space distribution of particles which bypass the beam dump in the gap
between the beam dump and the beam pipe. The vertical axis uses the MAD-X designation of ‘PX’
to represent the normalised horizontal momentum in radians.

Figure 6.20: The horizontal phase space distributions simulated with MAD-X PTC are shown. On the
left is the starting phase space distribution at the beam dump gap. On the right is the distribution
at the position of the collimator. The lines in blue denote the boundaries of the opening of the
collimator, where it is shown that all particles hit the walls of the collimator. The vertical axis uses
the MAD-X designation of ’PX’ to represent the normalised horizontal momentum in radians.
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Figure 6.21: The left image shows the initial starting horizontal phase space distribution of particles
at the beginning of extraction at the start of the EX-00-000-MST with a distribution filling the
whole of the beam pipe for 402.8 MeV carbon. The image on the right shows the horizontal phase
space distribution of particles which bypass the beam dump in the gap between the beam dump and
the beam pipe. The vertical axis uses the MAD-X designation of ’PX’ to represent the normalised
horizontal momentum in radians.

6.6.2 Carbon Ion Simulations

For carbon ions, the previous process was repeated. This analysis was carried out with MAD-X,

but a cross check with BDSIM was made which gave consistent results. As was done previously,

first a large initial beam spread was simulated at the start of the HEBT and tracked to the beam

dump. From Figure 6.21 it can be seen that the divergence spread of carbon ions with energies of

402.8 MeV/u that bypass the beam dump is roughly between −0.002 rad and 0.008 rad. From this

divergence spread, another distribution was simulated from the beam dump gap where an additional

10% safety margin for the spread was included.

Using the nominal quadrupole settings for 402.8 MeV/u carbon ions, it can be seen in fig. 6.22

that the collimator is effective in intercepting all the carbon ions that bypass the beam dump. A

trajectory plot through the beam line elements can be seen in fig. 6.23.

Several other carbon ion energies were tracked and the distributions at the beam dump and

collimator can be seen in fig. 6.24 and fig. 6.25 respectively. A trajectory plot for these energies

starting at the beam dump can be seen in fig. 6.26. Although there is a minor variation between the

energies, the collimator is effective for all these cases. To address the safety concerns, the ramifications

of these results will be scrutinised in the next section.

6.6.3 Single Fault Conditions

For the safe delivery of carbon ions, it is specified that under a single error or fault, no beam will enter

any of the irradiation rooms. Under this single fault criterion there are two scenarios to consider:
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Figure 6.22: The left figure shows the initial starting horizontal phase space distribution of particles
at the beam dump with a distribution filling the whole of the gap between the dump and the beam
pipe for 402.8 MeV carbon. The figure on the right shows the horizontal phase space distribution of
particles at the position of the collimator. The vertical axis uses the MAD-X designation of ’PX’ to
represent the normalised horizontal momentum in radians.

Figure 6.23: Horizontal trajectory plot from the beam dump to collimator. It is assumed that
the chopper magnets pictured: EX-01-001-MKC and EX-01-002-MKC are not powered. The beam
elements are overlaid behind the particle trajectories, where the element in beige represent the chopper
magnets, green are dipoles, red are quadrupoles, and gray are kicker magnets.
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Figure 6.24: The particle distribution of carbon ion particles which bypass the chopper dump from
a very extreme set of initial distribution configurations as from the left image of fig. 6.21. The
vertical axis uses the MAD-X designation of ’PX’ to represent the normalised horizontal momentum
in radians.

Figure 6.25: The phase space at the collimator for several energies where all particles are intercepted
by the collimator. The vertical axis uses the MAD-X designation of ’PX’ to represent the normalised
horizontal momentum in radians.
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Figure 6.26: A trajectory plot to accompany fig. 6.25. The colour of the trajectory lines depict the
energy of the carbon ion beam: black for 402.8 MeV/u, blue for 306.2 MeV/u, red for 213.4 MeV/u,
and orange for 120.0 MeV/u. The beam elements are overlaid behind the particle trajectories, where
the element in beige represent the chopper magnets, green are dipoles, red are quadrupoles, and gray
are kicker magnets.

1. A single fault in an element between the chopper dump and the collimator

2. A single fault in an element upstream of the chopper dump

Since the first scenario only has an error after the chopper dump, this means that all magnetic

elements starting from the source to the chopper dump function as intended. In this case, a simulation

is not required as it was known from commissioning that when the chopper magnets were not powered,

no beam was ever detected in any of the downstream monitors. Hence, this scenario can immediately

be ruled out.

The second scenario considers where the error lies in an element located somewhere between the

source and the chopper dump. The exact nature of the fault is not important, but an absolute

worst case scenario needs to be considered, where such a single fault leads to a beam with a non-

typical configuration. There are two ways to interpret this: the fault blows up the beam to a large

emittance, or the resulting extracted beam has an unusual trace space distribution. This was what

was considered in the analysis above, where it was shown that starting from a filled beam pipe at the

start of extraction, no unwanted beam bypasses the collimator. Thus, under a single fault criterion,

no unwanted beam reaches any of the irradiation rooms.

6.6.4 Multiple-Fault Conditions

Looking at fig. 6.25 and fig. 6.26, it can be seen that the particles are close to bypassing the collimator.

Hence, a multiple-fault scenario was also considered to evaluate whether a succession of faults might
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result in a beam reaching one of the irradiation rooms. But it should be stressed that this is beyond

the scope of what is required for the risk assessment [180]. Under the multiple fault consideration

there are three scenarios to consider:

1. Multiple faults in elements prior to the chopper dump

2. Multiple faults in elements after the chopper dump

3. A set of faults prior to the chopper dump and another set of faults after the chopper dump

The first scenario is the same as the single-fault condition scenario as the absolute worst case

scenario has already been considered at the start of the HEBT. So under this scenario, any particles

that bypass the chopper dump will be intercepted by the collimator.

The second scenario also falls under the single fault condition above. Since there is never beam

observed downstream when the chopper dump magnets are not powered. If the faults are only

downstream of the chopper dump these will not contribute to unwanted beam reaching an irradiation

room.

The interesting scenario to consider is the third scenario where we have faults both prior to the

chopper dump and after the beam dump. To consider this, we will assume that the faults prior to the

chopper dump lead to the worst-case scenario, then we also consider faults in the magnets after the

beam dump. As was the case for the single fault criterion, the entire phase space was filled coming

out of the extraction line. Then magnets in the beam line were adjusted to within ±15% of the

nominal strengths, a value that was considered to be reasonable.

In fig. 6.27, 50,000 carbon ions were tracked starting from the large emittance beam just after

extraction. One of the quadrupoles (EX-01-001-MQF) was adjusted to have a reduced strength of

−10% the nominal value. Further analysis is required in order to draw firm conclusions, but it can

be seen that there is at least one scenario leading to beam bypassing the collimator. Although such

an example was found, a multiple fault scenario is quite unlikely to occur. It also requires a very

specific set of faults to occur. Furthermore, the analysis has made no consideration for any of the

safety interlocks triggering which would help mitigate this problem. As the carbon ions satisfy the

single fault criterion, and the likelihood of a multiple fault scenario being quite low, carbon ions were

deemed to be safe for delivery.

6.7 Conclusions

This chapter presented the results of spot size adjustment at MedAustron between 2018 to the summer

of 2019. Although various issues occurred during the commissioning, the effort was successful and
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met specified deadlines and specifications. Characterising the beam was of great importance to spot

size adjustment. Throughout the commissioning effort, various attempts were made to characterise

the beam, notably through quadrupole scans and through a rematch procedure that was developed.

However, the discrepancies noted for scattering simulations could not be resolved despite having

a good initial beam characterisation. The underestimation of the scattering was consistently present

for low energy particles. Even though the beam could not be accurately simulated from the beam

line to the isocentre, the results could still be leveraged to study the beam ellipticity. Furthermore,

if one had a measurement, a scaling factor could be applied to make the simulation results more

comparable to measurements.

Finally, to ensure the safe delivery of carbon ions, a collimator risk assessment was carried out.

Under the ALARA (As Low As Reasonably Achievable) process, it is satisfactory to fulfil single fault

scenarios in reducing risks and allowing for the safe delivery of carbon ion for patient treatments.

It as shown that all single fault scenarios are mitigated. Supplemental out-of-scope studies showed

that a multiple faults scenario could potentially result in unwanted beam reaching a treatment room.

However, in this case, safety interlocks present in the beam line and irradiation rooms would act to

prevent particles from reaching the patient.



Chapter 7

LhARA Developments

Conventional particle beam therapy typically delivers treatment in several sessions over several weeks.

In each session, a single fraction of about 2 Gy is delivered over a few minutes. Careful planning

is needed to deliver a uniform dose to a target volume. New techniques and methodologies are

being investigated to improve the treatment modality. FLASH irradiation with high dose rates has

garnered renewed interest over recent years which could increase patient throughput and reduce side

effects [14, 181–183]. In addition, mini- and micro-beams could spare dose to superficial tissues by

segmenting beams into parallel small sized beams [184]. Experiments with novel beams are needed

to investigate the underlying mechanisms of such techniques.

An example of a novel source that has garnered interest are intense lasers which can produce

electrons, protons, and ion beams. One project that aims to make use of a laser driven source is the

Laser-hybrid Accelerator for Radiobiological Applications (LhARA) [33,34]. LhARA plans to exploit

the TNSA mechanism to create protons and light ions. As these particles are captured at energies

above those of conventional sources (∼MeV), this helps evade the current space-charge limit. These

particles are then captured and focused by five strong focusing plasma lenses and transported to an

in vitro end station, or directed to an FFA (fixed field alternating gradient accelerator) to undergo

post acceleration. The FFA will accelerate the beam to higher energies to serve another in vitro

end station or an in vivo end station. The vision of the LhARA collaboration is to prove the novel

technologies which are needed for future facilities and to provide a dedicated research facility to aid

radiobiological research.

135
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Figure 7.1: Schematic diagram of the elements of LhARA [34]. Particles from the laser source depicted
by the red arrow are captured and transported by Gabor lenses to a low energy in vitro end station.
Alternatively, the beam can be directed towards an FFA to accelerate the beam to higher energies.
These high energy particles are directed to either a high energy in vitro or in vivo end station.

7.1 LhARA Facility

The LhARA facility consists of: a laser driven source, capture with five strong focusing plasma

(Gabor) lenses, delivery of a vertical beam to a low energy in vitro end station, post acceleration with

an FFA, vertical delivery to a high energy in vitro end station, and horizontal delivery to an in vivo

end station. A schematic diagram of the facility showing the elements of LhARA is presented in

fig. 7.1. The delivery of LhARA will be split in two: Stage 1 provides proton energies up to 15 MeV

and Stage 2 includes commissioning the FFA to deliver both protons and other ions. LhARA will be

discussed in the following sections.

7.1.1 Stage 1

Laser Driven Source

Laser systems can generally be split into single-shot systems with low repetition rates, or systems with

high repetition rates. Of the two, the single-shot systems tend to produce higher energy particles.

However, LhARA plans to make use of a high repetition rate laser to better serve the needs of

radiobiologists.

LhARA will operate with Target Normal Sheath Acceleration, a regime discussed in sec. 4.4. An

intense laser will be focused onto a target, ionising the material and producing a sheath field on

the surface. Contaminants on the surface are ionised and accelerated. As LhARA is not focused

on achieving the highest energies solely from the laser system, a commercial high repetition rate

laser systems can be used [34]. Scaling back the energy may also help to improve the shot-to-
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Figure 7.2: A schematic diagram of a Penning-Malmberg trap which can be used to confine an electron
plasma [34].

shot reproducibility. Optimisations can be done for targets such as targets with nanostructures on

the surface which make the overall density lower to improve the acceleration [185] or using foam

targets [186].

Due to the nature of the interaction, the target needs to be replaced between shots. To facilitate

a high repetition rate, a tape drive system is envisioned. This system can quickly deliver a fresh

target between shots. Key to the operation is ensuring the target will be stretched flat to allow

the laser to better couple to the target and to avoid ripples on the surface. However, an important

point of concern is the debris that can result from solid target. A solution could be to use cryogenic

hydrogen jets instead as these may generate higher energy ion beams without concern for debris.

Gauthier et al. [187] have shown the capability of using cryogenic hydrogen jets for a 1 Hz repetition

rate laser [187], but further research may be able to achieve higher repetition rates.

Plasma (Gabor) Lenses

In 1947, Gabor noticed that a cloud of electrons confined and distributed about a cylindrical vessel

could produce an ideal focusing force in both planes for positively charged particles [188]. This is a

useful property for capturing a laser driven beam which has a large divergence. The plasma can be

confined using the design of a Penning-Malmberg trap as pictured in fig. 7.2.

For confinement, the Brillouin flow limit gives the maximum density of an ideal electron plasma

that can be radially confined by an axially symmetric magnetic field, 𝐵𝑧 [189]:

𝑛𝑒,𝑟,max = 𝜖0𝐵𝑧
2

2𝑚𝑒
, (7.1)

where 𝜖0 is the permittivity of free space and 𝑚𝑒 is the electron mass. The anode voltage confines
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Figure 7.3: Radial (top row) and longitudinal (bottom row) motion for an electron at three electron
plasma densities: below the Brillouin limit (left), at the Brillouin limit (middle), and above the
Brillouin limit (right). The three cases have been simulated for 1 µs, though for the cases at and
above the Brillouin limit, the electrons are lost early on. The lens was represented with a length of
500 mm, anode radius of 35 mm, anode voltage of 630 V, and axial magnetic field of 0.008 T. The
electron has initial velocity: (5.93 × 105, 5.93 × 105, 1.88 × 106) m/s.

the plasma longitudinally by:

𝑛𝑒,𝑧,max = 4𝜖0𝑉𝐴
𝑒𝑅2 , (7.2)

where 𝑒 is the magnitude of the electron charge and 𝑅 is the radius of the cylindrical anode with a

potential 𝑉𝐴. The effect of the electron density on confinement can be seen in fig. 7.3 for an electron

at three densities: below the limit, at the limit, and above the limit. Below the Brillouin limit, we

see that an electron remains confined radially and oscillating longitudinally even after 1 µs. At the

Brillouin limit, the particle is not confined, spiralling outwards until it hits the transverse boundary

after 42 ns. Above the limit, the electron quickly is lost at 13 ns.

The electron plasma gives a radial focusing force which can act on a proton beam given by:

𝑚𝑝 ̈𝑟 = 𝑒𝐸𝑟 = −𝑛𝑒𝑒2

2𝜖0
𝑟, (7.3)

where 𝑚𝑝 is the proton mass, 𝑟 is the radial position, and 𝐸𝑟 the radial electric field. The focal length
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under the thin lens approximation is then given by [189]:

1
𝑓𝐺

= ( 𝑛𝑒𝑒2

2𝑣𝑝2𝑚𝑝𝜖0
) ℓ = ( 𝑒2𝐵𝑧

2

4𝑣𝑝2𝑚𝑝𝑚𝑒
) ℓ, (7.4)

where 𝑣𝑝 is the longitudinal velocity, and the Brillouin flow limit from eq. 7.1 is substituted for the

electron density.

As discussed in sec. 2.3.3, a solenoid can produce the same focusing effect in both planes. But

when one compares the magnetic fields between the two devices, one gets the relation: [190]:

𝐵GL = 𝐵sol√𝑍 𝑚𝑒
𝑚𝑖

, (7.5)

which shows that for a given focal length, the magnetic field for a Gabor lens is reduced compared

to a solenoid, lowering costs. However, Gabor lenses are subject to instabilities in the plasma as the

electron number density increases. Research is ongoing to develop a stable lens [191,192]. For LhARA,

five Gabor lenses are planned for beam capture and transport as will be discussed in sec. 7.1.1. Should

the development of the Gabor lens prove too difficult, the lens can be substituted with solenoids [34],

but this is not ideal as some of the solenoids may operate with high fields, nearing the regime where

superconducting solenoids may be needed.

Different groups are seeking to develop plasma lenses for various applications [191, 193–196]. A

prototype of the Gabor lens was developed at Imperial College London and tested at the Surrey

Proton Beam Centre [191]. During the tests, the prototype lens was exposed to proton beams with

energies of 1.4 MeV, an aperture plate was positioned at the entrance to the lens in order to create

narrow beamlets, and a phosphor screen was installed to record the beam. However, instead of a

focused beam, ring structures were recorded. It was hypothesised that the rings were a result of the

plasma column being excited into a coherent off-axis rotation. This was supported by PIC simulations

with VSim [197] which showed a rotation of the bulk of the plasma transformed pencil beams into

rings. However, further investigations are needed to pin down the exact mechanism that causes this

and if it can be avoided [191].

Beam Transport

The Stage 1 beam transport line was designed with Beamoptics [198] and MAD-X [35]. A schematic

diagram of Stage 1 can be seen in fig. 7.4. The beam line has a capture section consisting of two

Gabor lenses intended to reduce the transverse momentum of the beam to minimise beam losses.

The matching and energy selection section contains two RF cavities to manipulate the bunch length
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Figure 7.4: Schematic diagram of Stage 1 of LhARA starting from the capture section to the end
station. The various beam line elements are given in the legend. The total length of the beam line is
17.255 m.

and longitudinal phase space. The role of the third Gabor lens is to focus the bunch to a small spot

size, with the two remaining lenses used to bring the beam parallel to the entrance of the vertical

arc. Octupole magnets are present to improve the uniformity of the beam. The design of the vertical

arc helps to cancel vertical dispersion and preserve a one-to-one optics transfer by ensuring the phase

advance in both planes is a multiple of 𝜋 between the entrance and exit of the arc. The arc consists of

two bending dipole magnets and six quadrupole magnets. This design allows for the beam properties

at the end station to be controlled by the beam elements located upstream.

To evaluate the performance of the beam line, two simulation programs were used: BDSIM [37]

and GPT [199]. BDSIM was used to evaluate beam losses and dose delivered to the end station.

GPT was used to track the beam while also including space charge effects. The two programs were

used in tandem, with GPT being used to add space charge effects at certain portions of the beam

line, and BDSIM used for general beam line tracking.

7.1.2 Stage 2

Fixed Field Alternating Gradient Accelerator (FFA)

For post acceleration, an FFA based on the spiral scaling principle will be used to accelerate ion

beams. An FFA is chosen as it has properties advantageous for radiobiology. These include: the

capability to deliver a high and variable dose, rapid cycling, delivery of various energies and species

without the need for energy degraders, as well as a compactness in size compared to synchrotrons.

Typical FFAs can increase the momentum by a factor of three, which increases the expected maximum

deliverable energy of 15 MeV in Stage 1 to 127 MeV for protons and 33.4 MeV/u for carbon ions.

Due to adiabatic damping effects, the beam emittance will shrink during acceleration. However,
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the beam emittance may also grow larger due to underestimations of space charge effects [34]. These

contrasting effects will impact the beam size that can be delivered.

Beam Transport

The beam extracted from the FFA will be directed to either a high energy in vitro end station or an

in vivo end station through the use of a dipole magnet. The high energy in vitro beam transport line

is a scaled version of the low energy in vitro transport line. It preserves the same functionalities of

the low energy vertical arc but scales the magnet lengths to keep the peak magnetic fields below the

saturation limits of normal conducting magnets [34].

When the bending dipole is not powered, the beam is sent to the in vivo end station. An extended

drift section is necessary to clear the dipole and provide space for five RF cavities. Four quadrupoles

are positioned to provide focusing adjustments to the beam and space is reserved for scanning magnets.

The placement of the four quadrupole magnets was designed to enable deliverable spot sizes ranging

from 1 mm to 30 mm.

7.1.3 Instrumentation

A variety of beam instrumentation will be needed for LhARA. To characterise the laser, a camera-

based system from a commercial vendor can be used. For the beam line, conventional beam diagnostic

devices will be used and the design lattice has space reserved to place these monitors.

The maximum dose delivered to a volume corresponding to the sensitive volume of a standard

PTW-23343 Markus ion chamber [200] located at the end stations can be seen in Table 7.1. More

detail is provided in the Pre-Conceptual Design Report [34]. With such high instantaneous dose

delivered, extensive research and development will be needed to devise the instrumentation required

to characterise the beam delivered. For the low energy in vitro end station, one of the proposed devices

is the SciWire. SciWire consists of two planes of thin 250 µm scintillating optical fibres [34,201] which

measure the energy and intensity of the beam. Fibre readout can be accomplished with either cameras

or photodiodes. Even though thin scintillating fibres are used, the measurements will be destructive

for low energies. But it could still be useful for beam diagnostic purposes. Alternatively, radiochromic

films could be used to verify the delivered beams.

For the high energy in vitro end station, the SmartPhantom, a conceptually similar device to

the SciWire could be used. The SmartPhantom consists of several planes of thin scintillating fibres

placed within a water phantom. For high energy particles, the presence of the scintillating fibres has

a minimal impact on the energy deposition. Due to this, the SmartPhantom could act as an online

beam monitor as will be discussed in chapter 8. Using energy deposition measurements, the Bragg
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Table 7.1: Simulated maximum dose rates from simulations with BDSIM assuming bunch lengths
of 7 ns for 12 MeV and 15 MeV proton beams, 41.5 ns for 127 MeV proton beam, and 75.2 ns for the
33.4 MeV/u carbon ion beam. It is assumed the laser source will have a 10 Hz repetition rate.

12 MeV p+ 15 MeV p+ 127 MeV p+ 33.4 MeV/u C6+

Dose per pulse 7.1 Gy 12.8 Gy 15.6 Gy 73.0 Gy
Instantaneous dose rate 1.0 × 109 Gy/s 1.8 × 109 Gy/s 3.8 × 108 Gy/s 9.7 × 108 Gy/s
Average dose rate 71 Gy/s 128 Gy/s 156 Gy/s 730 Gy/s

peak can be reconstructed. Other approaches are also being considered [34], such as detectors based

on ionacoustics [202–204].

Since radiobiological research will be a key focus for LhARA, a fully equipped research labora-

tory will be housed within the facility. The research laboratory will allow for sample preparation,

processing, and analysis. A robotic workstation is planned to handle the switching of multi-well cell

culture plates to increase throughput. To serve in vivo studies, an animal-housing facility will also

be located close by to allow for post-irradiation monitoring.

7.2 Laser Source Simulations

Stage 1 of LhARA consists of a laser source impinging on a thin foil target. The TNSA interaction

creates a large flux of ions which is subsequently captured and focused by Gabor lenses into a beam

which is transported to a vertical in vitro end station. To evaluate the design of the beam line, an

end-to-end simulation is needed, starting from the laser and ending at the end station.

A full end-to-end simulation involved simulating the laser plasma interaction at a target. Then

the accelerated ions were tracked through the beam line. The beam line consists of the vacuum

nozzle vessel interface, Gabor lenses, collimators, dipole magnets, and quadrupole magnets. The

beam line simulations were split into several codes. The particle-in-cell (PIC) code Smilei [122] was

used to simulate the laser plasma interaction, then BDSIM and GPT (General Particle Tracer) were

used to track the beam. GPT is a 3D particle tracking program which includes various 2D and 3D

space-charge models [199]. Smilei is a fully-relativistic electromagnetic PIC code which makes use of

parallel computing techniques, scaling well for large numbers of computing elements [122]. In this

chapter, analysis was performed using BDSIM v1.4.1, Geant4 v10.04.p03, GPT v2.81, and Smilei

v4.4.

7.2.1 PIC Simulations using Smilei

The scope of the laser interaction simulations is to approximate the proton flux coming from the laser

source. The high-performance computing (HPC) cluster at Imperial College London was used to run
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these simulations. However, it was found that it was not practical to run 3D simulations using the

parameters outlined for LhARA [34]. As a result, a compromise was made where 2D simulations were

run, and a 3D beam was generated from the results and subsequently tracked. But several issues

needed to be addressed.

Dimensionality Differences

The dimensions of the simulation play an important role, affecting how the simulations are modelled.

For the TNSA interactions, the electron cloud formed from the laser plasma interaction will be

different in 2D and 3D. Due to the additional degree of freedom afforded by 3D simulations, there

will be a weaker field compared to the 2D case. Macroparticles are also modelled differently, where

spheres are represented by infinite cylinders in 2D.

These differences lead to higher particle energies in 2D compared to 3D. Furthermore, the energy

spectrum of the particles will be different. The cut-off energy grows monotonically with time in

2D, whereas it eventually saturates in 3D [205]. This phenomenon with the cut-off energy is well

known, and various empirical energy scaling laws for 2D simulations have been proposed [205–208],

but depend on the laser and target.

To evaluate the discrepancy of 2D simulations to measurements, a comparison was made against

experiments by Dover et al. [209]. The experiments compared the results of experiments in which the

laser parameters were varied. In one case, the laser energy was varied and in another case, the focal

width was varied. The experiments involved an intense laser (𝐼𝐿 = 5 × 1021 W cm−2) impinging on

a 5 µm stainless steel foil. In Smilei, the setup was simulated in 2D and the results compared to the

results presented. An average was taken for the results (Figure 4 in Dover et al.) to compare against

the 2D simulation results. For the energy scan, the focal width was kept constant at 1.5 µm, while the

focal scan kept the laser energy constant at 10 J. From the results shown in fig. 7.5a it can be seen

that in general, 2D simulations show a higher maximum energy compared to measurements when

the laser energy is varied. At low laser energies, comparable results can be obtained, but becomes

increasingly discrepant as the laser energy is increased. In comparison, the focal scan in fig. 7.5b

shows that as the focal width increases, the maximum cut-off energy in simulations falls below the

measured values. Dover et al. found that for larger focal spots, recirculating electrons contribute

significantly to the sheath which was not accounted for in the theoretical models, leading to the lower

energies seen in simulations [209]. Although modifications to scaling laws and models can be applied,

this relies upon comparisons against experimental measurements which may not always be available.
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(a) Energy scan.

(b) Focal width scan.

Figure 7.5: A comparison of maximum proton energies in 2D simulations (orange) and measurements
by Dover et al. [209] (blue) for an energy scan (7.5a) and focal scan (7.5b).
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Sampling Method (from 2D to 3D)

Although some simulation parameters such as the particles per cell or grid mesh can be relaxed

in 3D, running these simulations is still computationally expensive. By exploiting the observation

that trends between 2D and 3D simulations are similar, a simple method was developed which made

several assumptions to obtain an approximation of a 3D distribution from 2D results. But as this

beam is only approximate, it will only give qualitative results. For particle tracking, the quantities

that are of interest for an individual particle are:

(𝑥, 𝑦, 𝑧, 𝑝𝑥, 𝑝𝑦, 𝑝𝑧, 𝐸) , (7.6)

where 𝑥, 𝑦, 𝑧 are the positions, 𝑝𝑥, 𝑝𝑦, 𝑝𝑧 the associated momentum components, and 𝐸 the energy. An

assumption made was that the kinematic distributions for the added transverse axis would be similar

to the simulated transverse axis. Under this assumption, similar correlations would exist between

the transverse axes to the longitudinal axis, momentum, and energy. Energy scaling factors were not

applied in order to preserve these correlations and also due to a lack of direct experimental results

to compare against. Another reason the energy was not scaled is that one would also have to scale

both the momentum and position appropriately. Furthermore, as divergence is a 3D effect, a detailed

scaling would not necessarily give a better representation from a fundamentally 2D simulation [210].

Hence, this leads to an implicit assumption that the energies of interest in 2D would still be a good

approximation to 3D results.

From the energy (𝐸), the total momentum (𝑝) can be calculated for a given particle mass. For

the individual momentum components, two angle quantities can be introduced:

𝜃𝑝 ≡ arctan (𝑝𝑥
𝑝𝑧

) , (7.7)

𝜙𝑝 ≡ arctan (𝑝𝑦
𝑝𝑧

) , (7.8)

where the convention used is for 𝑥 and 𝑧 to be the 2D simulated transverse and longitudinal axis

respectively for the particle flux, and 𝑦 is the added transverse axis. Here, two angles are sampled from

the simulation with eq. 7.7, one is assigned to the 𝑥-axis and the other to the 𝑦-axis. By rearranging
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the angles, one can determine the individual momentum components:

𝑝𝑧 =
√√
⎷

𝑝2

tan (𝜃𝑝)2 + tan (𝜙𝑝)2 + 1
, (7.9)

𝑝𝑥 =𝑝𝑧 tan (𝜃𝑝) , (7.10)

𝑝𝑦 =𝑝𝑧 tan (𝜙𝑝) . (7.11)

To calculate the positions, they are sampled based on the existing correlations between the co-

ordinate quantities. A simple method using 3D histograms will be described. First the longitudinal

position (𝑧) was sampled from a 3D histogram relating it to the longitudinal momentum component

(𝑝𝑧) and one of the transverse momentum components (𝑝𝑥 or 𝑝𝑦). The transverse momentum was

randomly chosen in order to preserve the correlation of both momentum components to the longitu-

dinal position. From the momentum, the transverse positions are sampled from separate histograms

relating the positions (𝑥 or 𝑦), momentum components (𝑝𝑥 or 𝑝𝑦), and the longitudinal position (𝑧).

After this, all the quantities specified in eq. 7.6 are determined.

As can be seen in fig. 7.6, after the target there is a vacuum nozzle at the start of the beam

pipe. Since it has a small entrance radius compared to the beam size (more detail will be given in

sec. 7.2.2), it is important to centre the beam for the energies of interest to maximise the number of

particles reaching the end station. This can be done by rotating the coordinate system with Euler

angles, followed by a translation of the position. This centring process represents both a rotation and

a repositioning of the foil relative to the vacuum nozzle. The resulting beam from this procedure can

be seen in fig. 7.7 for the energies of interest. A summary of the steps of the method is as follows:

1. Sample energy from 2D PIC simulation.

2. Calculate the total momentum from the sampled energy.

3. Calculate the three momentum components.

4. Sample the longitudinal position from a relation relating the longitudinal position to the longi-

tudinal momentum and one of the transverse momentum components.

5. Sample the transverse positions by relating the positions to the corresponding momentum com-

ponents and longitudinal position from the previous step.

6. Iterate the previous steps to obtain a beam distribution.

7. Finally centre the distribution for the energies of interest.
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Figure 7.6: Schematic diagrams of the configuration between the laser target and the beam line,
which includes the vacuum nozzle interface.

Figure 7.7: 3D proton beam generated from the sampling procedure for energies of interest
(14.7 <KE< 15.3 MeV). Colours represent the kinetic energy of particles.
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Figure 7.8: Convergence testing looking at the accelerated protons where the ppc was varied between
simulations while other parameters were kept the same (a cell size with dimensions 5×10 nm2 was
used with the longitudinal plane specified first). The colours of the various plot refer to the different
ppc values analysed at 1 ps after the start of the simulation.

Smilei Simulation Parameters

As was discussed in sec. 4.5, numerical heating effects can affect the simulation results. Convergence

testing was needed to minimise these effects. To do so, parameters were varied until a convergence in

the results was observed. Fig. 7.8 and fig. 7.9 show the results of the proton kinetic energy spectra

analysed 1 ps after the simulation starts. The particles per cell and cell size were independently

varied in the two figures. When these parameters were varied, it was found that the position and

momentum distributions did not vary significantly. The main variation appears in the proton cut-off

energy. The reason for the rectangular cell sizes used in fig. 7.9 is that since the acceleration primarily

occurs along normal to the target, the simulation can be sped up by using coarser dimensions for the

transverse plane. The total grid size and simulation time was selected based on when the increase in

the proton energy slows down. The result of these tests show that a particle per cell value of 128 and

a cell size of 5×10 nm2 1 for the longitudinal and transverse plane respectively are sufficient to reach

convergence.

For LhARA only a small proportion of the proton flux will be of interest. Specifically energies

between 12 and 15 MeV are of interest for Stage 1 [34]. Because of this, less than one percent of the

protons generated are of interest, which makes the resulting distributions particularly susceptible to

fluctuations when laser parameters are varied. This can be seen in fig. 7.10 and fig. 7.11 where the

initial laser focal width and incidence angle are varied. Variations in the distribution can arise from
1Or 0.03927 𝑐

𝜔𝐿
×0.07854 𝑐

𝜔𝐿
when expressed in dimensionless units.
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Figure 7.9: Convergence testing looking at the accelerated protons where the individual cell size was
varied between simulations while other parameters were kept the same (a ppc value of 128 was used).
The colours of the various plot refer to the different cell sizes analysed at 1 ps after the start of the
simulation.

changes in the laser focal width and angle. This leads to different energies produced, and a different

proportion of particles being analysed.

A double peak feature appears in the transverse position distribution when using the LhARA

parameters [34], which is plotted in black in both fig. 7.10 and fig. 7.11. This appears to result from

the sheath, but may also be an issue of statistics where only a few thousand of macroparticles are

analysed. However, this double peak structure leads to an uncertainty as to which peak to centre

the distribution at to maximise the number of protons entering the beam line. To avoid this issue, a

different set of parameters was chosen where the focal width was increased from 3 µm to 4 µm while

the angle of incidence was kept at 45∘. This produces a similar looking proton energy distribution but

without the double peaks. However, this lowered the cut-off energies, which reduced the number of

particles at the energies of interest by about 30%. Though this also brought the cut-off energy closer

to experimental measurements with the Draco laser at HZDR [152], which has similar parameters

to the laser system LhARA plans to use. This may make the results a better approximation to an

experimental beam. A summary of the final 2D simulation parameters used for particle tracking is

presented in table 7.2.

Smilei Simulation Results

Using the parameters in table 7.2, a simulation was carried out in Smilei for 1 ps. This period of time

was chosen as it corresponded approximately to when the particles approach the end of the grid and
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Figure 7.10: Proton macroparticles with energies of 15 MeV with a 2% energy spread, where the laser
focal width is varied between 2 µm and 5 µm. The colours of the various plot refer to the different
laser focal widths analysed at 1 ps after the start of the simulation. For each case the laser energy
was kept constant, hence, the laser intensity differs in each case.

Figure 7.11: Proton macroparticles with energies of 15 MeV with a 2% energy spread, where the
incident laser angle from normal is varied between 30∘ and 70∘. The colours of the various plot refer
to the different incidence angles analysed at 1 ps after the start of the simulation.
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Table 7.2: Table of Smilei 2D simulation parameters used to simulate the laser source TNSA inter-
action.

Simulation Settings
Duration 1 ps
Timestep 0.0148 fs (0.99×CFL)
Interpolation order 2
EM Boundary Conditions Silver-Muller

Simulation Grid (Longitudinal × Transverse)
Grid Size 80×60 µm2

Cell Size 5×10 nm

Laser Parameters (Gaussian)
Wavelength 800 nm
Focal Width (FWHM) 4 µm
Duration (FWHM) 25 fs
Intensity 5.16 × 1020 W/cm2

Polarisation Linear
Incident Angle 45∘

Foil Parameters (C10H8)
Target Thickness 2 µm
Particles per cell 128
Total number of particles 9.42 × 108

Initial Temperature 10 keV
Initial Density 252𝑛𝑐
Position Initialisation Random
Momentum Initialisation (carbon ions + protons) Cold
Momentum Initialisation (electrons) Maxwell-Jüttner
Boundary Condition Removed at boundary
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Figure 7.12: Distribution plots of proton macroparticles after 1 ps from Smilei 2D simulations using
the parameters in table 7.2.

Figure 7.13: Proton macroparticle plots of the position (left) and the transverse phase space (right)
after 1 ps. Colours in the plots correspond to the kinetic energy.

also when the proton energies stop growing significantly. Several of the distribution for the proton

macroparticles generated can be seen in fig. 7.12.

Plots of the positions and momentum of the protons can be seen in fig. 7.13. These figures help

visualise the flux of protons and shows that they are primarily accelerated along the longitudinal

direction, but largely consist of low energy protons located near the foil (at 𝑧 = 5 µm). Meanwhile,

one can also observe that the higher energy protons emerge both off-axis and at an angle due to

the 45∘ angle of incidence of the laser. From these results, the sampling method was applied to

approximate a 3D distribution. This distribution was then used as an input for particle tracking in

the beam line.
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7.2.2 Particle Tracking with BDSIM and GPT

To evaluate the performance of the Stage 1 beam line, the distribution from Smilei was tracked

and compared against an ideal Gaussian distributed beam specified in the Pre-Conceptual Design

Report [34]. Between the laser target and the first Gabor lens is a 5 cm drift space followed by a

vacuum nozzle as seen in fig. 7.6. The vacuum nozzle can be pictured as a conical frustum with an

entrance radius of 2 mm and exit radius of 2.87 mm with an overall length of 5 cm. Due to the small

entrance and exit aperture, the vacuum nozzle could also function as a collimator to help filter away

the lower energy protons not moving along the axis of the beam pipe.

During the first 5 cm drift space before the nozzle, there will be a substantial flux of electrons

moving along with the accelerated ions. These electrons can be beneficial in neutralising space-

charge effects. In the Pre-Conceptual Design Report it was assumed that the higher energy protons

will eventually separate from the lower energy electrons [34]. However, even if that is not the case,

there will still be a significant amount of losses that occur at the vacuum nozzle due to the aperture,

decreasing the number of electrons co-moving with the protons, and may lead to space-charge effects

becoming more prominent. To simplify the simulations, it was assumed the electron population would

not have a major impact after the 5 cm drift space. For an ideal Gaussian beam2, it was found that

space-charge effects had a negligible effect as can be seen in fig. 7.14 [34]. Up until the entrance to

the vertical arc, the three tracking codes show a similar beam evolution, but a discrepancy begins

as the beam enters the arc. However, there are important details to make note of. Firstly, the plot

only compares the effect of space-charge in the beam line after the vacuum nozzle. Secondly, the

simulation lacks the placement of several collimators used for energy selection. Thirdly, the ideal

beam only simulates a 15 MeV proton beam. Finally, the Gabor lenses represented by the orange

boxes in the schematic diagram were modelled by solenoid lenses.

To evaluate the effect of space-charge in the vacuum nozzle, the nozzle was included in the tracking

simulations. A comparison was made for an ideal beam passing through the vacuum nozzle in both

BDSIM (no space-charge) and GPT (with space-charge). After the nozzle, both beams were then

tracked through the rest of the beam line, but without space-charge. The results are shown in fig. 7.15

where the simulations in BDSIM are solid lines and GPT are dashed lines. In these simulations

the spacecharge3Dmesh space-charge routine was used in this and all subsequent GPT simulations

with the Poisson solver method of MGCG with 50, 50, 150 mesh lines for the 𝑥, 𝑦, and 𝑧-directions

respectively. The electric field is calculated in the particle rest frame which is transformed to the

lab frame and summed over all particles to get the electromagnetic fields. A comparable result to
2The idealised Gaussian beam was generated with a spot size of 4 µm FWHM, angular divergence of 50 mrad, and

energy spread of 1 × 10−6 MeV
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LhARA Stage 1: Ideal Beam Size Comparison

Figure 7.14: Comparison of beam size tracking for the horizontal (solid lines) and vertical (dashed
line) planes. Three particle tracking codes were compared: GPT (green), MAD-X (red), and BDSIM
(blue). The vacuum nozzle is not included and only GPT included space-charge in the beam line.
In the schematic diagram above the plot, the orange boxes represent the Gabor lenses, green are
octupoles, black are collimators, blue are dipoles and red are quadrupoles [34].

the previous simulation can be seen for the dashed line where space-charge is included, whereas a

smaller initial beam is seen without space-charge until the beam is collimated at the entrance to the

arc. These results indicate that space-charge needs to be considered in the vacuum nozzle where it

has a substantial impact on the beam size evolution through the rest of the beam line. There is a

minor discrepancy after the arc due to space charge in fig. 7.14, not seen in fig. 7.15. This could be

corrected at a later point by the addition of collimators.

Another simulation was performed but included additional collimators. First, the nozzle geometry

was modelled which collimates the beam at the entrance and exit to the vacuum nozzle. Then two

additional collimators were added in the beam line, one at 𝑠 ∼ 6 m, and another in the middle of the

vertical arc at 𝑠 ∼ 13 m. Like before, space-charge was only considered in the vacuum nozzle, and

not in the beam line. The results of the beam evolution can be seen in fig. 7.16. In comparison to

the previous result, the evolution of the beam with space-charge becomes more similar to the beam

without space-charge. Despite the similarity there is still a noticeable difference, where the beam

with space-charge is slightly larger in size. Hence, from the three simulations results it can be seen

that space-charge has the greatest impact within the vacuum nozzle, but becomes negligible in the

rest of the beam line.

Taking these results into consideration, two simulations were performed with the sampled 3D beam
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Figure 7.15: Comparison of ideal beam tracking where the vacuum nozzle space-charge effects are
included (dashed lines) and not included (solid lines), however, additional collimators are not yet
applied. The plots in blue and green represent the horizontal and vertical planes respectively. In the
schematic diagram above the plot, the orange boxes represent the Gabor lenses, green are octupoles,
black are collimators, blue are dipoles and red are quadrupoles.

Figure 7.16: Comparison of particle tracking where vacuum nozzle space-charge effects are included
(dashed lines) or not included (solid lines) in the vacuum nozzle. In addition, two additional collima-
tors were added to the beam line. The plots in blue and green represent the horizontal and vertical
planes respectively. In the schematic diagram above the plot, the orange boxes represent the Gabor
lenses, green are octupoles, black are collimators, blue are dipoles and red are quadrupoles.
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Figure 7.17: Comparison of particle tracking between an ideal beam (solid line) and sampled beam
(dashed lines) where space-charge was simulated in the vacuum nozzle. The plots in blue and green
represent the horizontal and vertical planes respectively. In the schematic diagram above the plot,
the orange boxes represent the Gabor lenses, green are octupoles, black are collimators, blue are
dipoles and red are quadrupoles.

outlined above, and the ideal beam. Starting from the target, both beams were tracked for 5 cm in

drift space to the entrance of the vacuum nozzle using BDSIM. Both beams were first collimated

at the entrance with a radius of 2 mm, then tracked for another 5 cm in GPT where space-charge

was included. On exit, the beams were collimated with an exit radius of 2.87 mm. Finally, the

beams were tracked through the rest of the beam line with BDSIM. However, since only energies of

15 MeV were tracked, this corresponded to a very small slice of the proton flux coming from the foil

(< 0.1%). Multiple TNSA simulations in Smilei were combined until a sufficient number of particles

at the energies of interest was generated (∼ 30, 000 particles)3. The resulting beam size evolution

can be seen in fig. 7.17. From the figure it can be seen that both beams have similar evolutions, but

the sampled beam grows larger in the capture section of the beam line. Once the beam reaches the

vertical arc, collimation right before the arc brings both beams back to similar sizes, as was observed

previously.

Despite the similarities in the beam size evolution of the ideal beam and the sampled beam, there

are also differences to note. The first is that, due to the larger beam sizes for the sampled beam,

over two thirds of the beam is lost in the beam line as seen in fig. 7.18. Another point to note is
3It is worth bearing in mind that macroparticles are not real particles. For 2D simulations, one can only make

assumptions about the charge to estimate the number of real particles. Future studied would be needed to investigate
this. But for the Monte Carlo simulations presented, only a single particle is tracked at a time so the macroparticles
could be generalised as particles for the purpose of understanding the beam evolution.
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Figure 7.18: Comparison of the particle losses between an ideal beam (solid line) and sampled beam
(dashed lines) as a result of the beam evolution given by fig. 7.17. In the schematic diagram above
the plot, the orange boxes represent the Gabor lenses, green are octupoles, black are collimators, blue
are dipoles and red are quadrupoles.

that when the sampled beam is fitted with Twiss parameters, it is different to the ideal beam as

shown in table 7.3. Although the sampled beam initially has a smaller beam emittance, this grows

larger than the ideal beam as seen in fig. 7.19. The difference in the parameters despite the similar

beam evolution arises from the way the two beams are distributed. The ideal beam has a Gaussian

profile for each of the transverse planes, which is not the case for the sampled beam as seen from

the projected horizontal distributions in fig. 7.20. A difference in the way the beam is distributed

will affect how well the beam can be characterised by Twiss parameters. Although the figure only

shows the horizontal trace spaces, a similar distribution is found in the vertical plane for both beams.

After the collimator located at 6 m, the beam emittance of both beams becomes more comparable.

Due to this, the beams that arrive at the end station will have similarly shaped distributions as

seen in fig. 7.21 for both the position and transverse trace space despite the discrepant initial beam

emittance.

7.2.3 Improvements to the Particle Tracking

The results in the previous section show promising results when the sampled beam with energies of

interest from Smilei simulations was tracked. However, it still needs to be shown that unwanted en-

ergies do not reach the end station. Another point to address is that the particle tracking simulations

modelled the Gabor lenses as solenoids. It needs to be shown that the field coming from a Gabor
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Table 7.3: Table of fitted parameters to the ideal beam and sampled beam at the exit of the vacuum
nozzle.

Parameter Ideal Beam Sampled Beam
𝛽𝑥 [m] 5.4 ± 0.1 145.4 ± 0.7
𝛼𝑥 −56.0 ± 0.4 −1458.6 ± 6.8
𝜖𝑥 [m rad] (2.3 ± 0.03) × 10−7 (1.4 ± 0.008) × 10−8

𝛽𝑦 [m] 5.3 ± 0.1 149.1 ± 0.8
𝛼𝑦 −55.2 ± 0.4 −1496.3 ± 8.4
𝜖𝑦 [m rad] (2.4 ± 0.03) × 10−7 (1.3 ± 0.008) × 10−8

Figure 7.19: Comparison of the evolution of the fitted beam emittance between an ideal beam (solid
line) and sampled beam (dashed lines) as a result of the beam evolution given by fig. 7.17. Changes
in the emittance occur for the ideal beam due to collimation and non-linear optics from the octupoles.
For the sampled beam, the loss of particles also affects the fitted emittance due to the effect on the
beam distribution. In the schematic diagram above the plot, the orange boxes represent the Gabor
lenses, green are octupoles, black are collimators, blue are dipoles and red are quadrupoles.
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Figure 7.20: Comparison of the horizontal trace space coming out of the nozzle to the entrance of the
first Gabor lens between the ideal beam and the sampled beam. Although the trace space distribution
looks similar, the projected distributions look quite different. The colours represent the number of
particles.

lens can still achieve the same results. It is also clear that the sampled beam coming from the PIC

simulations requires optimisations of the beam line. Finally, the sampling procedure to approximate

a 3D beam makes a lot of assumptions which may not be true. In order to obtain more realistic

results, 3D PIC simulation are needed.

Energy Selection in the Beam Line

To show the effectiveness of the collimators and vertical arc for energy selection, a beam containing

all the energies needs to be tracked. However, a problem with tracking the sampled beam containing

all energies is the number of particles required. In the case of the sampled beam, less than 0.1 % of the

beam consisted of particles at 15 MeV. It was found that an initial beam from the target consisting

of about 4 × 107 particles was required in order to obtain about 3 × 104 particles with energies at

15 MeV. From fig. 7.18 it can be seen that this number of initial particles was necessary for about

104 particles to reach the end station.

However, tracking a beam with 4 × 107 particles is time consuming. Instead, the beam was

separated into two separate beams, one only containing low energy protons (≤ 5 MeV) and another

containing high energy protons (> 5 MeV). The kinetic energy spectrum of the beams at several

locations in the beam line are shown in fig. 7.22. From the results it can be seen that a combination

of the collimators and the vertical arc are quite effective at energy selection for the sampled beam.

The collimators help reduce the number of particles at unwanted energies, but a significant number

of particles still make it through the collimators. This is due to the fact that the collimators were
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Figure 7.21: Distributions of the position (top) and horizontal trace space (bottom) at the end of the
beam line for an ideal beam (left) and the sampled beam (right). Due to the vertical arc, the energy
spread of the delivered beam is between 14.7 MeV and 15.3 MeV, but the sampled beam has a flatter
energy spread. The colours represent the number of particles.
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Figure 7.22: Kinetic energy spectrum after passing through the nozzle, collimators, and at the end
station for the low energy sampled beam (top) and the high energy sampled beam (bottom). The
vertical axis represents the number of particles.

placed according to the results of the ideal beam. But as discussed previously, the sampled beam is

distributed differently to the ideal beam. Whereas the ideal beam has a Gaussian spread in energy,

energies are spread a bit more uniformly in the sampled beam, making it harder to collimate the

beam. In addition, a double peak feature can be observed in fig. 7.22, which is related to the beam

distribution as can be seen in fig. 7.23. The first peak contains energies between 13 MeV and 14.5 MeV,

appearing near the periphery of the collimator. Whereas the second peak consists of higher energies

which are concentrated about the centre. One could select a smaller radius to get rid of the first

peak, but would also lose some of the higher energy particles. The presence of the vertical arc helps

to remove any unwanted energies that remain in the beam, but a re-optimisation discussed later will

help improve both the transmission and the energy selection of the beam line.

Particle Tracking with Gabor Lens Field Maps

BDSIM defines the magnetic fields for typical accelerator magnets but also allows the user to import

field maps onto geometric elements. The field map is an array of 3D Cartesian coordinates and the

field 3-vector. Interpolators calculate the field value in between the specified data points. For the

Gabor lenses, an ideal electric field was generated with a hard edge and applied to a cylindrical

geometry. The ideal electric fields for the Gabor lens is given by:

𝐸GL,𝑟 = − 𝑒𝐵2
sol

4𝑚𝑝
𝑟, (7.12)

𝐸GL,𝑧 = 0, (7.13)
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Figure 7.23: Close up position plot of sampled beam before the first collimator. The colours represent
the kinetic energy. The black circle represents the aperture of the first collimator with a radius of
0.5 mm.

where 𝐵sol is the magnetic field for a solenoid, 𝑚𝑝 is the proton mass, and 𝑟 is the radial position. A

derivation can be found in appendix B.

Even though the ideal electric field should be zero along the longitudinal direction, it was found

that a certain number of longitudinal (z-values) needed to be defined for the interpolator. In fig. 7.24,

the distributions of the beam entering the end station was compared for several different field maps.

It can be seen that when only five 𝑧-values are specified, the resulting distribution is different com-

pared to the case where more values are explicitly specified for a 3D cubic interpolator. Convergent

results were found when at least 43 longitudinal values were specified, where each point contains 201

horizontal and vertical points.

To evaluate any differences in the tracking results, a comparison was made of the ideal beam when

the Gabor lenses were modelled by solenoids and with field maps. This can be seen in fig. 7.25 where

there is a close comparison except for a minor difference observable at the end station when the beam

comes out of the vertical arc. This seems to arise from the beam size decreasing as it enters the arc.

The sampled beam was also tracked where there is only a minor difference between solenoids and

field maps as seen in fig.7.26. In this case there is a difference after the first energy collimator, but is

eliminated by the collimator located at the start of the vertical arc.

A comparison in the distributions for the position, divergence, kinetic energy, and longitudinal

spread between the ideal beam and the sampled beam for the Gabor lens field maps can be seen

in fig. 7.27. Overall the position and divergence distributions look similar, but the sampled beam is

larger for both the beam size and divergence. However, there is a difference in the kinetic energy
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Figure 7.24: Comparison of 1D distributions for electric field maps generated for a varying number
of specified z-values. In each case for each z-point 201 horizontal and vertical points were specified
and a 3D cubic interpolator was used in BDSIM.

Figure 7.25: A comparison of beam size evolution for the ideal beam between tracking with Gabor
lenses modelled as solenoids (solid lines) and Gabor lenses modelled with field maps (dashed lines).
The position of the collimators were adjusted due to the focal point changing slightly for the field
maps. In the schematic diagram above the plot, the orange boxes represent the Gabor lenses, green
are octupoles, black are collimators, blue are dipoles and red are quadrupoles.
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Figure 7.26: A comparison of beam size evolution for the sampled beam between tracking with Gabor
lenses modelled as solenoids (solid lines) and Gabor lenses modelled with field maps (dashed lines).
In the schematic diagram above the plot, the orange boxes represent the Gabor lenses, green are
octupoles, black are collimators, blue are dipoles and red are quadrupoles.

spectrum and the beam spread in time. This arises because the ideal beam has a Gaussian spread in

energy which is preserved as it travels through the beam line. This is quite different to the energy

spread of the sampled beam which has a much flatter distribution. But this is not a major concern

as the sampled beam still falls within the specified energy spread.

In summary, the results of these beam line simulations (fig. 7.25 and fig. 7.26) show that modelling

the Gabor lenses as solenoids is a good approximation and validates previous simulation results. But

it should be noted that the field maps used were calculated for an ideal Gabor lens with a hard edge.

More sophisticated field maps will be needed in order to model a realistic Gabor lens.

Beam Loss Optimisations

Despite similar looking beam size evolutions between the idealised beam and the sampled beam, it

was shown that a significant proportion of the sampled beam is lost in the beam line due to the non-

Gaussian distribution spread of position and angle. In order to re-optimise the beam line, the fitted

Twiss parameters of the beam in table 7.3 were used to modify several beam line elements. Changes

include adjusting the focusing strengths of the Gabor lenses as well as modifying the aperture and

position of the collimators. The modifications are summarised in table 7.4. The aim was to preserve

the overall shape of the evolution while simultaneously improving the transmission of the beam.

The beam size evolution of the sampled beam in the re-optimised beam line can be seen in fig. 7.28.

The re-optimisation increased the focusing of the first two lenses in order to decrease the beam sizes.
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Figure 7.27: A comparison of the projected 1D distributions of the transverse 𝑥, 𝑦, kinetic energy,
divergence 𝑥′, 𝑦′, and the longitudinal spread between the ideal beam (black) and sampled beam
(blue) with the Gabor lenses modelled by field maps.

Table 7.4: Modifications to the beam line elements for the sampled beam for the relevant parameters.

Element Modified Parameter Original Value Re-optimised Value
Gabor Lens 1 Magnetic field 𝐵 = 1.2868 [T] 𝐵 = 1.4387 [T]
Gabor Lens 2 Magnetic field 𝐵 = 0.6671 [T] 𝐵 = 0.5271 [T]
Gabor Lens 3 Magnetic field 𝐵 = 0.8139 [T] (unchanged)

Collimator 1
Position 𝑠 = 5.856 [m] 𝑠 = 5.753 [m]
Horizontal half width 𝑟𝑥 = 0.5 [mm] 𝑟𝑥 = 1.5 [mm]
Vertical half width 𝑟𝑦 = 0.5 [mm] 𝑟𝑦 = 1.5 [mm]

Gabor Lens 4 Magnetic field 𝐵 = 0.6852 [T] 𝐵 = 0.7284 [T]
Gabor Lens 5 Magnetic field 𝐵 = 0.6542 [T] 𝐵 = 0.6338 [T]

Collimator 2
Position 𝑠 = 10.65 [m] (unchanged)
Horizontal half width 𝑟𝑥 = 20 [mm] 𝑟𝑥 = 23 [mm]
Vertical half width 𝑟𝑦 = 20 [mm] 𝑟𝑦 = 23 [mm]

Collimator 3
Position 𝑠 = 12.95 [m] (unchanged)
Horizontal half width 𝑟𝑥 = 12 [mm] 𝑟𝑥 = 19 [mm]
Vertical half width 𝑟𝑦 = 6 [mm] 𝑟𝑦 = 6.9 [mm]
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Figure 7.28: Beam size evolution for the sampled beam. A comparison of the evolution is made
between the original beam line elements (solid lines) and the re-optimised elements (dashed lines).
In the schematic diagram above the plot, the orange boxes represent the Gabor lenses, green are
octupoles, black are collimators, blue are dipoles and red are quadrupoles.

Then the collimators were enlarged to improve the transmission of the beam. Even though the beam

size decreases as it enters the arc, the final beam sizes as it exits the arc is similar to previous results.

There is also an improvement to the beam ellipticity. Fig. 7.29 shows the particle losses through the

beam line, and it can be seen that the re-optimised beam line vastly improves upon the previous

results in terms of transmission. However, despite similar final beam sizes, the re-optimisations

lead to a change in the shape, uniformity, and divergence of the beam as seen in fig. 7.30. Further

optimisations such as further tweaking magnet strengths could be performed to improve the results.

Finally, the energy selection for the re-optimised beam line was verified. As was done previously,

the kinetic energy spectra at the vacuum nozzle, collimators, and end station for the re-optimised

beam line can be seen in fig. 7.31. These results show that the modifications to the beam line preserve

the effectiveness of energy selection design.

These results give confidence that a re-optimisation of the real beam is feasible in order to deliver

the specified beam parameters at the end station. There is still room for further optimisations such as

improving the trace space of the delivered beam. But fine tuning the results is not of great importance

given the nature of the sampled beam. A greater priority is to improve the PIC simulations.
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Figure 7.29: A comparison of the particle losses for the original beam line (solid line) and the
re-optimised beam line (dashed line). In the schematic diagram above the plot, the orange boxes
represent the Gabor lenses, green are octupoles, black are collimators, blue are dipoles and red are
quadrupoles.

3D PIC Simulations

The next steps needed are to simulate a fully 3D TNSA interaction. However, there are some key

issues that will need to be addressed. The first thing to consider is the time and resources that will

be needed to run a 3D PIC simulation.

Secondly, the foil that was simulated in the 2D PIC simulations had a near-solid density which

increases the time needed to run the simulations. For near-solid density plasmas, the Debye length

is very small which the grid resolution needs to resolve. This issue is compounded in 3D with the

addition of another dimension. It is clear that a compromise needs to be made for the target. The

charge density could be decreased such that simulations can be run in a reasonable amount of time,

such as by changing to a different material. But investigations into understanding how a change in

the charge density would affect the particle distribution is needed.

Thirdly, even if the previous two issues can be resolved, the results may still not be fully rep-

resentative of a real beam. Since the prepulse precedes the main pulse, it can lead to an energy

enhancement which has not yet been considered in the simulations. But it may also degrade the

performance depending on the thickness of the target. It can also lead to drastic effects on a very

thin foil [211], affecting the particle flux and debris. Measurements and simulations will be needed

to realistically model the preplasma as it can change based on the laser system and setup.

There is an ongoing effort in the LhARA consortium to address these issue. Simulations for a
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Figure 7.30: 2D Distributions of the position (top) and horizontal trace space (bottom) at the end of
the beam line for the sampled beam for the unmodified beam line (left) and the re-optimised beam
line (right). The colours represent the population of particles.
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Figure 7.31: Kinetic energy spectrum of the sampled beam after passing through the nozzle, collima-
tors for the re-optimised beam line. The top is for low energies (≤ 5 MeV) and the bottom for high
energies (> 5 MeV).

plastic foil with lower charge densities were run in 3D [212]. A result can be seen in fig. 7.32 where it

can be seen that there appears to be a convergence in the cut-off energy for the 3D results. In addition,

the cut-off energies of the 3D results (solid lines) with lower charge densities are similar to those of

a 2D simulation (dashed lines) using a high charge density (in green). But further investigations are

needed.

Finally, a thorough analysis needs to be done for the co-moving electrons which have so far been

neglected. From the TNSA interaction there are two populations of electrons to consider. One

contains high energy electrons from the initial laser interaction and escape early on. The other

population contains lower energy electrons which move with the protons. For stable operation of the

Gabor lens, the effect of both these populations needs to be studied.

In summary, particle tracking simulations of the Stage 1 beam line have been performed and

improve upon previous tracking simulations. A sampled proton beam approximated from the 2D PIC

simulation was propagated through the beam line where comparable results to previous simulations

with an ideal beam were obtained. Field maps of an ideal Gabor lens were incorporated which

provided a degree of confidence to previous results that modelled the lenses as solenoids. The analysis

was further improved by re-optimising the beam line and by adjusting several beam line elements.

Further steps are still needed, which primarily requires propagating a full 3D PIC simulation from

the laser source to the end of the beam line to improve the analysis.
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Figure 7.32: Proton cut-off energies as a function of time for a target of various charge densities for
both 2D and 3D. Simulations were run using the LhARA parameters except these simulations use a
normal incidence angle at 0∘ [212].

7.3 Stage 2 Beam Line Design

Stage 2 of LhARA involves accelerating the beam coming from the laser source to higher energies.

This acceleration can be expected to increase the beam momentum by a factor of three, allowing

LhARA to deliver a proton beam with a maximum energy of 127 MeV and up to 33.4 MeV/u with

carbon ions [34]. Due to uncertainties in the beam that is extracted from the FFA and a requirement

to deliver a range of beam sizes, a flexible design was needed for Stage 2.

The extraction line consists of two sections, the first contains two dipoles and four quadrupoles.

This configuration of magnets bends the beam to make the Stage 2 beam line parallel to Stage 1,

minimising the space needed for the facility. The second section consists of four quadrupoles to

transport the beam to a switching dipole which directs the beam to either a high-energy in vitro end

station, or to the in vivo end station. This second section can match the beam4 from 1 mm up to

30 mm.

7.3.1 Extracted Beam Optics

The Stage 2 beam line is capable of serving a wide range of energies from 15 MeV to 127 MeV for

protons. However, for the purposes of the design and study of the beam line, it was deemed that
4The beam spot size for LhARA is defined to be four times the sigma of the beam.
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Table 7.5: Beam emittance and 𝛽 Twiss values to obtain specified beam spot sizes for both nominal
and pessimistic beams for a 40 MeV and 127 MeV proton beam. The beam spot size is specified to
be four times the sigma of the transverse beam.

Parameter Nominal Value Pessimistic Value
RMS Emittance [𝜋 mm mrad] 0.137 1.37
𝛽 [m] for a 1 mm spot size 0.46 0.039
𝛽 [m] for a 10 mm spot size 46 4.5
𝛽 [m] for a 30 mm spot size 410 40

a minimum energy of 40 MeV would serve as a practical minimum energy for Stage 2. Since the

carbon ion beam has the same beam rigidity as protons, the focus of the design and analysis was

on proton beams. Furthermore, since the optics and acceptance of the system is approximately the

same, it was hypothesised that the beam emittance would also be the same for both species [34]. But

there are uncertainties in the beam arising from: beam transport in Stage 1, injection into the FFA,

acceleration in the ring, extraction from the FFA, and space-charge effects. To accommodate these

uncertainties, a pessimistic case was considered where the beam emittance increased by a factor of

ten from the nominal value. A summary of the beam emittance and the optics used to generate ideal

Gaussian beams for several sizes are given in table 7.5 for both the nominal and pessimistic beams.

7.3.2 High-Energy in vitro Beam Line

The arc for the high-energy in vitro beam line uses the same design as the vertical arc in Stage 1, but

with the magnets scaled to accommodate higher energies. The magnets need to be scaled as there

is a limit to the maximum magnetic fields that can be achieved with normal conducting magnets

due to saturation, which for iron is at about 2 T, though a value of 1.5 T is often quoted [213].

Superconducting magnets are capable of achieving higher magnetic fields but are more costly.

The peak magnetic field for each magnet in the arc needs to be checked in order to ensure it lies

below 1.5 T. To verify this, the magnetic field of a bending dipole can be expressed in terms of angle

(from sec. 2.3.2):

𝐵 = 𝛼
ℓ

𝑝
𝑒 , (7.14)

where 𝛼 is the bend angle, ℓ is the bend length, 𝑝 is the beam momentum, and 𝑒 is the particle

charge. For a quadrupole magnet, the magnetic field can be calculated from the gradient, 𝑔:

𝐵 = − 𝑔𝑟, where 𝑔 = 𝑘𝑝
𝑒 . (7.15)

Here 𝑟 is the radius of the transverse plane and 𝑘 is the normalised quadrupole strength.
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Table 7.6: Comparison of magnet parameters in the vertical arc between Stage 1 and Stage 2 of
LhARA. The quadrupole in the arc with the highest strength was reported in both cases which
would require the highest magnetic field.

Parameter Stage 1 Arc Stage 2 Arc
Maximum Energy (proton) 15 MeV 127 MeV
Maximum Beam Radius 5 cm 5 cm
Dipole Bend Angle 𝜋

4
𝜋
4

Dipole Bend Length 0.8 m 1.2 m
Quadrupole Highest Strength 3.15 m−2 2.74 m−2

Quadrupole Length 0.1 m 0.3 m

A comparison of the Stage 2 arc with Stage 1 is presented in table 7.6. The dipole bending magnets

had the bend length increased from 0.8 m to 1.2 m. The quadrupole magnet lengths were tripled from

0.1 m to 0.3 m. Plugging the magnet parameters into eq. 7.14 and eq. 7.15 shows the magnetic fields

lie below the saturation limit, with the highest magnetic field in the Stage 2 arc requiring 1.1 T.

Scaling the magnet lengths increases the arc length from 4.6 m to 6 m, which means the Stage 2 arc

ends about 0.9 m higher compared to Stage 1. To compensate for this, the final drift length in the

Stage 1 beam line was lengthened to ensure both arcs end at the same height.

These scaled magnet parameters were found by tweaking the values in MAD-X while ensuring the

optics were preserved. This was subsequently verified with particle tracking simulations in BDSIM.

To evaluate the effect of space-charge, tracking simulations were also performed with GPT using the

same settings for space-charge as described in sec. 7.2.2. Three beams were simulated and tracked

in both BDSIM (no space-charge) and GPT (with space-charge): a nominal 40 MeV proton beam,

a nominal 127 MeV proton beam, and a pessismistic 127 MeV proton beam. A comparison of the

results is given in fig. 7.33 where the beams start with 𝜎 = 2.5 mm. It can be seen that for all

three cases, comparable results can be found, but near the exit of the arc differences emerge when

space-charge was included. The difference appears to be small enough that an optimisation could be

done by adjusting some of the quadrupoles in the extraction line and in the arc to counteract the

space-charge effect as will be discussed in the next section.

7.3.3 High-Energy in vivo Beam Line

The in vivo beam line is specified to deliver a range of beam sizes from 1 mm up to 30 mm. The design

is complicated by competing demands to provide a flexible design while also minimising its overall

length. The magnetic fields required for the focusing magnets also had to lie below the saturation

limits. In addition to the focusing magnets, sufficient space needed to be reserved to place five RF

cavities, scanning magnets, and various diagnostic devices.

A series of four quadrupoles of length 0.4 m in the extraction line was found to provide sufficient
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(a) Nominal 40 MeV proton beam.

(b) Nominal 127 MeV proton beam.

(c) Pessimistic 127 MeV proton beam.

Figure 7.33: Comparison of no space-charge (solid lines) and space-charge (dashed lines) particle
tracking through the Stage 2 in vitro arc. All beams have been matched to start at 𝜎 = 2.5 mm
corresponding to a 10 mm spot size. In the schematic diagram above the plot, the blue boxes are
dipoles and red boxes are quadrupoles.
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Figure 7.34: MAD-X optics matching for various Twiss beta values in the in vivo beam line. The
input beam is for a 10 mm nominal beam coming from the extraction line. The achievable Twiss
values are for 𝛽 = 0.46 m (black), 𝛽 = 4.5 m (blue), 𝛽 = 40 m (green), 𝛽 = 46 m (red), and 𝛽 = 410 m
(purple). In the schematic diagram above the plot, the red boxes are quadrupoles.

flexibility to achieve the optics specified in table 7.5. The peak magnetic fields also lie below the

saturation limits. However, achieving a 1 mm beam spot for the pessimistic beam could not be done.

Achieving such a small spot size for that beam emittance required 𝛽𝑥,𝑦 = 0.039 m which is a difficult

target to achieve even without the limiting restrictions mentioned. The Stage 2 design may have to

be tuned when more information about the emittance of the extracted beam is known, but it is worth

bearing in mind the pessimistic assumption is a liberal estimate. Once a better understanding of the

beam from Stage 1 can be made, it can be tracked through the FFA to inform any changes which

need to be made to the design in order to deliver a smaller beam.

The matching capabilities of the four quadrupoles can be seen in fig. 7.34 where a range of values

from 𝛽 = 0.46 m to 𝛽 = 410 m were matched in MAD-X. The input beam for all the cases was for

a nominal 10 mm beam coming from the extraction line (𝛽 = 46 m). There is also some additional

flexibility in achieving smaller and larger beta values.

Particle tracking simulations with BDSIM were performed to verify the MAD-X optics results.

Good agreement was found as described in the Pre-Conceptual Design Report [34]. However, the

impact of space-charge effects also needed to be evaluated. GPT simulations were performed with

and without space-charge for various cases using the settings in sec. 7.2.2. The results of tracking

for nominal 40 MeV and 127 MeV proton beams and the pessimistic 127 MeV beam can be seen in

fig. 7.35, fig. 7.36, and fig. 7.37 respectively. A larger difference resulting from space-charge effects is
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observable for the nominal beams. There is also a slightly greater difference for the 40 MeV beam

compared to 127 MeV. These differences need to be addressed.

As discussed in the in vitro beam line section, the strength of the quadrupoles can be used to

compensate for space-charge effects. To check that this could be done, a test case was considered

for a nominal 15 MeV beam where the space-charge effect would be most prominent. It was found

that the discrepancy in space-charge started in the drift region between the extraction line and the

first quadrupoles in the in vivo beam line as seen in fig. 7.38a. To compensate for space-charge,

the extraction line quadrupoles were matched to obtain a parallel beam entering the first in vivo

quadrupole to match the case with no space-charge, while the in vivo quadrupoles strengths were

kept the same. It can be seen in fig. 7.38b that an adjustment of the quadrupoles in the extraction

line alone could compensate for the large discrepancy at the end of the beam line. In fig. 7.38c, the

same settings for the quadrupole magnets in the extraction line were kept as in fig. 7.38b, but the in

vivo quadrupoles were matched to get a 10 mm beam. A good comparison between no space-charge

and space-charge was found, though some further tuning would be required to get a round beam.

This is a promising result compared to previous plots in fig. 7.35 and fig. 7.36, in which the differences

are much larger. However, it was found that there was difficulty in attaining a 1 mm spot size for

the 15 MeV beam. These preliminary results show that it is feasible for the space-charge effects to

be compensated by adjusting the quadrupole strengths in the beam line.

7.4 Conclusion

This chapter presented an analysis of a flux of protons coming from a 2D TNSA simulation. A 3D

beam was sampled and tracked through the Stage 1 beam line and compared against an ideal beam

where a similar beam evolution was found. Furthermore, the design of the energy selection system

was verified to work. The transmission of the sampled beam was improved by a re-optimisation of

the beam line. Field maps were also incorporated for the Gabor lenses which had previously been

modelled by solenoids. Further improvements are still needed which requires simulating a full 3D

TNSA simulation.

The design of the Stage 2 beam line was also presented. The Stage 2 vertical arc was scaled to

ensure the peak magnetic fields were below the saturation limits. Detailed analysis was also given for

the in vivo beam line and shown that a beam could be matched from 1 mm to 30 mm. Considerations

were made if the beam emittance extracted was larger than the nominal value. Further investigation

would be needed when more information about the extracted beam is known. Differences in the beam

size was also found when space-charge was included in the simulations. But it was shown that these

differences could be compensated by adjusting the strengths of the quadrupole magnets.
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(a) Beam matching to 1 mm spot (𝛽 = 0.46 m).

(b) Beam matching to 10 mm spot (𝛽 = 46 m).

(c) Beam matching to 30 mm spot (𝛽 = 410 m).

Figure 7.35: Nominal 40 MeV beam tracking in GPT comparing no space-charge (solid line) and with
space-charge (dashed lines) in the in vivo beam line. In the schematic diagram above the plot, the
red boxes are quadrupoles.
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(a) Beam matching to 1 mm spot (𝛽 = 0.46 m).

(b) Beam matching to 10 mm spot (𝛽 = 46 m).

(c) Beam matching to 30 mm spot (𝛽 = 410 m).

Figure 7.36: Nominal 127 MeV beam tracking in GPT comparing no space-charge (solid line) and
with space-charge (dashed lines) in the in vivo beam line. In the schematic diagram above the plot,
the red boxes are quadrupoles.
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(a) Beam matching to 10 mm spot (𝛽 = 4.5 m).

(b) Beam matching to 30 mm spot (𝛽 = 40 m).

Figure 7.37: Pessimistic 127 MeV beam tracking in GPT comparing no space-charge (solid line) and
with space-charge (dashed lines) in the in vivo beam line. In the schematic diagram above the plot,
the red boxes are quadrupoles.
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(a) Matching to 30 mm spot size without adjustments.

(b) Matching to 30 mm spot size with adjusted quadrupole strengths.

(c) Matching to 10 mm spot size with adjusted quadrupole strengths.

Figure 7.38: GPT simulations comparing no space-charge (solid line) and with space-charge (dashed
line) for a nominal 15 MeV beam. Fig. 7.38a was simulated with nominal quadrupole settings in the
extraction line. Fig. 7.38b and fig. 7.38c adjusted the quadrupoles in the extraction line to compensate
the increase in beam size in the drift space between extraction and the in vivo beam line. In the
schematic diagram above the plot, the red boxes are quadrupoles.





Chapter 8

SmartPhantom Design

The SmartPhantom is a proposed instrumented water phantom consisting of a series of scintillat-

ing fibre planes placed within a water phantom. This instrumentation will allow for shot-to-shot

measurements of the energy deposited by a particle beam at several depths in water. From these

measurements, an approximate Bragg curve can be fitted. It may also allow for analysis to be carried

out on a shot-by-shot basis, allowing for an estimate of the LET and dose that irradiates a cell sample.

An advantage of the SmartPhantom is that for high energies, the scintillating fibres will not have

a major impact on the dose delivered to a cell sample, thus it can serve as a non-destructive beam

monitoring device for radiobiological experiments. This has applications for LhARA, as it allows for

shot-by-shot evaluations on the reproducibility of the beam. It could also serve as a useful monitor

for both the commissioning and running of the facility.

8.1 Outline of the Initial Design

The design of the SmartPhantom was based around the PTW-T41023 water phantom [214] which

can be seen in fig. 8.1. Several scintillating fibre planes are inserted into the phantom as pictured in

the schematic diagram in fig. 8.2. These planes are placed in a rotated orientation to guide the fibres

out of the water phantom. It also allows for the planes to be inserted and removed from the phantom

without needing to unscrew the top each time.

The SmartPhantom will consist of multiple stations. Each station consists of two planes of thin

250 µm diameter scintillating fibres, the planes are oriented at 90∘ with respect to each other to

measure both transverse axes. Each SmartPhantom plane contains a single layer of 492 fibres with a

pitch (centre-to-centre distance between adjacent fibres) of 0.305 mm. The ends of each scintillating

fibre are connected to clear fibre to transport scintillation photons out of the phantom to be imaged

181



182 CHAPTER 8. SMARTPHANTOM DESIGN

Figure 8.1: Schematic diagram of a PTW-T41023 water phantom [214].

by a camera. One station is placed near the start of the phantom, while the others are connected by

a rod and can be moved depending on the energy of the beam.

8.2 Geant4 Simulations

Geant4 simulations (v10.04.p03) guided the design of the SmartPhantom and served as a proof of

principle for the concept. The geometry of the water phantom and planes were modelled as can be

seen in fig. 8.3 where the beam is incident from the left. The phantom wall has a thickness of 10 mm

on each side, though at the centre of one side is an entrance window. The entrance window was

modelled with 3.05 mm of G4_AIR, followed by 6.95 mm of G4_PLEXIGLASS, which sum up to the total

thickness of the wall. The rest of the volume was modelled with G4_WATER.

The initial design of each SmartPhantom fibre plane was modelled and placed into the simulation.

The first layer consists of mylar, modelled with G4_MYLAR with a thickness of 0.3 mm. Then a layer

consisting of 492 cylinders was modelled with the material G4_POLYSTYRENE with a diameter of

250 µm and separated by a pitch of 0.305 mm to represent the scintillating fibres. An identical layer

of cylinders follows the first layer but rotated by 90∘. Finally, another layer of 0.3 mm of G4_MYLAR is

modelled. The purpose of the mylar was to keep the fibres in place, but the design would be modified

as discussed in appendix C. The fibre planes were designated as a sensitive detector and recorded

information about the energy deposited at the end of each event. This allows for a profile to be

reconstructed as can be seen in fig. 8.4.
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Figure 8.2: Preliminary schematic diagram of the SmartPhantom planes. Left: Transverse plane view
of the phantom, with the inner square representing the entrance window. The plane of scintillating
fibres (green) are positioned in a rotated orientation. Right: The scintillating fibre planes in series.
The scintillating fibres are connected to clear fibres to transport light to a camera. Bottom: Rod to
connect the planes through the bottom tabs.

8.2.1 Impact of SmartPhantom Planes in Phantom

The presence of the SmartPhantom planes was investigated to evaluate the impact they would have

on the energy deposition. Beams of various energies were simulated through the water phantom

both with and without the scintillating fibre planes. For the PTW-T41023 water phantom, its design

supports typical treatment energies. For protons this ranges from about 60 to 250 MeV, and 120 to

400 MeV/u for carbon ion beams. A comparison for this range of energies can be seen in fig. 8.5.

From the figure it is shown that the SmartPhantom planes have a relatively negligible effect on the

energy deposition at the Bragg peak for both proton and carbon ion beams for a variety of energies.

However, it should be noted that a higher deposition is seen in the planes compared to water, denoted

by the bumps in the plot. Water equivalence assessments for scintillating fibres show that the dose

measured tends to be within a few percent of the dose deposited to water [215]. Instead, these bumps

are explained by the presence of the mylar films which increase the energy deposition. Even so, the

planes have a relatively low impact on the energy delivered at the Bragg peak. But a conversion factor

will be needed to bring the energy deposition in the planes down to a level matching the deposition

to water as will be discussed in sec. 8.2.2. This is necessary to fit a Bragg curve to estimate the dose

delivered to a cell layer located downstream.
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Figure 8.3: Visualisation of the SmartPhantom in Geant4 where a beam is incident from the left.
The planes are represented in orange, flask represented in green, and are surrounded by water.

Figure 8.4: Sample output from Geant4 simulations showing the energy deposited in each fibre at
each station.
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Figure 8.5: Comparison of proton (top) and carbon ion (C6+) (bottom) beams travelling through a
phantom with (blue) and without (black) four SmartPhantom planes inserted. Bumps in the Bragg
curve are due to the scintillating fibres, with the exception of the first bump near the start which is
due to the phantom wall. The proton energies range from about 60 MeV to 200 MeV and 120 MeV/u
to 400 MeV/u for carbon ions.
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Table 8.1: Parameters used in the Bortfeld model for protons in water.

Parameter Name Value Unit
𝑝 Exponent of range-energy relation 1.77

𝛼 Proportionality factor 0.0022 cm MeV−𝑝

𝑅0 Range �𝐸𝑝
0 cm

𝛽 Slope of fluence reduction relation 0.012 cm−1

𝛾 Fraction of locally absorbed energy released 0.6in nonelastic nuclear interactions

𝜎mono Width of Gaussian range straggling 0.012𝑅0
0.935 cm

𝜎𝐸,0 Width of Gaussian energy spectrum ≈ 0.01𝐸0 MeV

𝜖 Fraction of primary fluence contributing ≈ 0.0 – 0.2to the tail of the energy spectrum

However, an important caveat to note is that these plots show the energy deposition recorded by

the simulation, as opposed to being derived from the light output. Hence, the simulations neglect

quenching effects. Quenching is described by Birks Law [216] where the light output is suppressed

such that it is no longer proportional to the energy deposited. This is expressed by eq. 8.1:

d𝐿
d𝑥 = 𝐿0

d𝐸
d𝑥

1 + 𝑘𝐵 × d𝐸
d𝑥

, (8.1)

where 𝐿 is the relative light output, 𝐿0 is the scintillation efficiency, 𝑘𝐵 is Birks constant, and d𝐸
d𝑥 is

the energy loss. The suppression in the light output arises from the fact that as charged particles slow

down, more energy will be transferred to the medium (especially for high LET particles). However,

a proportion of energy will be lost from interactions that do not emit light. In order to apply Birks

law accurately, the scintillation efficiency and Birks constant need to be known. These quantities can

be determined empirically from measurements.

8.2.2 Fitting with Bortfeld’s Model

Bortfeld’s model [217] is a closed form analytical approximation of the Bragg curve. This model

uses a combination of Gaussian and parabolic cylinder functions to produce the shape of the Bragg

curve which can be fitted to measurements. This model applies to protons with energies between

10 and 200 MeV. A variety of parameters used in the model for protons in water is summarised in

Table 8.1 [217].

From these parameters, the absorbed dose in water can be represented as a function of the depth,
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𝐷(𝑧), given by the piecewise function:

𝐷(𝑧) ≈

⎧{{{
⎨{{{⎩

Φ0
(𝑅0−𝑧)

1𝑝 −1+(𝛽+𝛾𝛽𝑝)(𝑅0−𝑧)
1𝑝

𝜌𝑝𝛼
1𝑝 (1+𝛽𝑅0)

𝑧 < 𝑅0 − 10𝜎

Φ0
𝑒− 𝜁2

4 𝜎
1𝑝 Γ( 1

𝑝 )
√

2𝜋𝜌𝑝𝛼
1𝑝 (1+𝛽𝑅0)

[ 1
𝜎 D− 1

𝑝
(−𝜁) + ( 𝛽

𝑝 + 𝛾𝛽 + 𝜖
𝑅0

) D− 1
𝑝 −1(−𝜁)] 𝑅0 − 10𝜎 ≤ 𝑧 ≤ 𝑅0 + 5𝜎

0 otherwise,

(8.2)

where Φ0 is the primary fluence, 𝜌 is the density of the medium, 𝐸0 is the energy of the beam,

Γ(1/𝑝) = 1.575 is the gamma function, and

𝜎2 =𝜎mono
2 + 𝜎𝐸,0

2𝛼2𝑝2𝐸0
2𝑝−2, (8.3)

𝜁 =𝑅0 − 𝑧
𝜎 . (8.4)

A key part of the model are the parabolic cylinder functions expressed by D𝑦(𝑥), which help describe

the shape of the curve. These depth-dose curves were compared to measured data for proton beams

in water where a good agreement could be found [217].

For the SmartPhantom, this model was used to fit a Bragg curve to the simulation results.

The fitting parameters used in the model are: Φ0, 𝜖, 𝑅0, 𝛽, and 𝜎. These parameters are fitted

to measurements from four SmartPhantom stations, each consisting of two planes (horizontal and

vertical). One such fitting applied to a proton beam passing through the SmartPhantom can be

seen in fig. 8.6 and plotted against a reference curve of the energy deposition over the entire phantom

depth for several proton energies. A relatively good fit was found for the lower energies, but worsened

for the higher energies, particularly on the distal edge. The fitting is affected by the measurement

points where a higher energy deposition compared to water can be found on the rising edge. Another

fitting was applied where the measurement points were adjusted to match the value for a reference

curve in water (using the energy deposited in a volume of water). The results of a fitting using

adjusted measurement values can be seen in fig. 8.7 for proton beams where an improvement to

the fit can be found on both the rising edge and the distal edge. The same fitting procedure was

applied for several carbon ion beams as is shown in fig. 8.8. Despite the fact that Bortfeld’s model

only applies to protons, the fitting is quite good. The exception is the fragmentation tail which the

model does not account for. A modification to the Bortfeld approximation has been proposed by

Tuomanen et al. [218] which adds an additional parameter to describe the fragmentation tail which

could be implemented at a later stage to allow for better insight to the distal edge. Another proposed

modification to the model is by Kelleter and Jolly [219], this allows one to obtain a quenched Bragg

curve by including the scintillation efficiency and Birks constant into the model.
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Figure 8.6: Fitted Bortfeld’s model (magenta) to eight measurement points denoted by the coloured
points for several proton beam energies. The curve in blue is a reference curve for the phantom with
planes inserted over the entire depth.

Figure 8.7: Fitted Bortfeld’s model (magenta) to eight measurement points denoted by the coloured
points which are adjusted to values in water for several proton beam energies. The curve in blue is
a reference curve for the phantom with planes inserted over the entire depth.
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Figure 8.8: Fitted Bortfeld’s model (magenta) to eight measurement points denoted by the coloured
points which are adjusted to values in water for several carbon ion beam energies. The curve in blue
is a reference curve for the phantom with planes inserted over the entire depth.

8.3 Scintillation Tests with Fibre Bundle

In order to test the camera readout and software needed for the SmartPhantom, fibres from Saint-

Gobain Crystals were used. BCF-20 scintillating fibre with a 250 µm diameter and BCF-98 clear fibre

were used. These fibres contain a polystyrene core with fluorescent dopants added for the scintillating

fibres and a PMMA cladding [220].

A one-to-one connection between scintillating fibres and clear fibres is needed for the SmartPhan-

tom to read out the light. As these initial tests were intended to test both the fibres and readout, a

simple design was used. Both the scintillating and clear fibres were wound and bound together into

a bundle. This bundle would be read by a camera where only the scintillating fibres produce light

when exposed to a beam. This simple design is representative of a readout from the SmartPhantom

where only some of the fibres would light up depending on which fibres the beam deposited energy

into.

The entire fibre bundle is shown in fig. 8.9, here the scintillating fibre and clear fibre were wound

and fed into a boot. The ends of the fibre in the boot were then potted with epoxy resin to both

keep the fibres in place and a black pigment was added for light exclusion. The fibres on one end of

the bundle would be attached to a camera, while the other end was wrapped in heat shrink and a

metal cap placed on the end. A locking ring for the camera holder is slotted into the boot to affix a

camera. The camera that was used in the tests was a Point Grey Chameleon3 USB3 camera with a
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(a) Front view. (b) Side view.

(c) Camera and holder affixed to the bundle.

Figure 8.9: Fibre bundle used for readout tests. It consists of scintillating and clear fibres fed into a
boot on one end and covered with heat shrink on the other and a metal cap excludes light from the
edge. The locking ring for the camera holder is slotted into the boot which locks the position of the
camera and holder.

CMOS sensor (CM3-U3-31S4M-CS) [221].

8.3.1 Tests with an Ultraviolet Light Source

The fibre bundle was first exposed to an ultraviolet light source where the camera readout can be

seen in fig. 8.10. There is some ambiguity when trying to differentiate between the scintillating and

clear fibres. While it is clear the brightest fibres are scintillating, the duller fibres could be a result

of crosstalk. This will not be an issue for the Smartphantom as only the clear fibres are captured.

But an evaluation of crosstalk from adjacent fibres may be necessary.

In the SmartPhantom, the clear fibres will be bundled into a boot similar to the fibre bundle

with an aperture corresponding to the area of the camera lens. To reconstruct the beam, a mapping

will be needed for each station plane to correlate the readout to each scintillating fibre. To identify

the fibre in an image, a script employing a flood-fill algorithm can be used. The algorithm looks for

adjacent nodes connected to a start node through a condition that is specified by a user, such as

the pixel intensity. An implementation was written for the readout in fig. 8.10 where the result for

several cases can be seen in fig. 8.11. The script looks for any pixels with a value greater than the

average background value and classifies it as belonging to a scintillating fibre, displaying it in white.

In fig. 8.11a it can be seen that script is overall quite effective in filtering out the background from

the readout. However, some specks in the image are picked out and some of the spots are connected
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Figure 8.10: Camera readout of the fibre end when the fibre bundle was exposed to an ultraviolet
light source. Due to the black and white output, it is difficult to differentiate between scintillating
and clear fibre in some cases.

together. Furthermore, some of the spots are not fully picked out. The specks arise from image noise,

while the incomplete spots have low pixel intensity values, indicating they come from clear fibres.

These results indicate that some image processing is needed. A Gaussian filtering was used to smooth

the image and the background filter was increased to filter out the clear fibres. The result of these

changes to the algorithm can be seen in fig. 8.11b. It can be seen that the specks are removed, but

some of the spots which are located close together are still connected. This can lead to an uncertainty

in identifying which pixel corresponds to which fibre. To avoid this problem, the Gaussian blurred

image was analysed and the spots were manually selected. To ensure the spots did not connect, some

pixels are neglected with the result given in fig. 8.11c. A revision to the design could be made to

avoid this issue for the prototype.

From the flood-fill algorithm, the pixel coordinates corresponding to each spot are also recorded.

Another analysis script measures the pixel intensity for each of these coordinates in a camera readout

to measure the intensity of each fibre. This can be seen in fig. 8.12 where the coordinates taken

from fig. 8.11c were applied to the original readout and the 178 identified scintillating fibres marked.

A conversion factor would be needed to relate the pixel intensity to the energy deposited in the

scintillating fibre. For the SmartPhantom planes, this factor could be determined with the help of

another detector.

8.3.2 Exposure to a Proton Beam

After the proof of principle tests with the ultraviolet source, the fibre bundle was brought to the

Clatterbridge Cancer Centre and exposed to the proton beam. The purpose of this test was to verify

that a signal could be obtained in the scintillating fibres from charged particles. The fibre bundle
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(a) Flood-fill algorithm.

(b) Flood-fill algorithm with Gaussian filtering.

(c) Flood-fill algorithm with manual designation of scintillating fibres.

Figure 8.11: Flood-fill algorithm applied to the readout in fig. 8.10 to identify fibres. Any pixels with
a value higher than the background was picked out and coloured white.
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Figure 8.12: Each fibre designated according to the coordinates given from fig. 8.11c applied to the
original readout image. Colours designate the pixel intensity value.

Figure 8.13: Setup of the fibre bundle positioned near the beam nozzle on the right.

was positioned on a platform behind the treatment chair and secured in place with tape and a weight

as seen in fig. 8.13. In the figure it can be seen that additional black tape was applied to the boot of

the fibre bundle in order to better exclude external light.

In total five separate beam exposure tests were done to see how the fibres react to different

irradiation conditions. These tests involved adjustments to the delivered dose rates and insertion of

modulator wheels and are summarised by:

1. Decreasing dose rates for a 59 MeV proton beam.

2. Increasing dose rates for a 59 MeV proton beam.

3. Increasing dose rates for a 11 MeV proton beam.

4. Increasing dose rates for a 11 MeV proton beam with a modulator wheel inserted.



194 CHAPTER 8. SMARTPHANTOM DESIGN

5. Intermittent interruptions to a 11 MeV proton beam with a modulator wheel inserted.

A video was recorded for each of the tests and subsequently analysed. The integrated pixel intensity

for each of the 178 scintillating fibre were calculated and plotted over different time steps correspond-

ing to changes in the irradiation settings as seen in fig. 8.14. The results show that the scintillating

fibres are effective at measuring different irradiation conditions. In the first test it can be seen that

there is a general decrease in the pixel intensities as the dose rate was decreased. In the second and

third test similar pixel intensities were obtained as the dose rate increased. This is explained by

the fact that although the beam energies are different, the dose rate delivered is the same. For the

fourth test there is a decrease in the intensity compared to the third test despite the same machine

settings being used. This is explained by the insertion of a modulator wheel. At 11 MeV, the range

of protons puts the Bragg peak at the location of the fibre bundle. The insertion of the modulator

wheel attenuates the proton beam to produce a spread out Bragg peak, but decreases the overall dose

delivered to the bundle. The final test looked at how the fibres react when the beam was interrupted

with a pause period of about two seconds. It can be seen that the fibres were responsive and the

same average pixel intensities were obtained between each interruption.

The results of these tests serve as an initial proof of principle that the scintillating fibres function

and the mapping and analysis script could be applied to the SmartPhantom. However, one aspect

that was not tested was correlating the pixel intensities to the energy deposited. This would be best

done by first creating a prototype of a SmartPhantom plane. The output of the plane could then be

compared against another detector.

8.4 Conclusion

This chapter summarises the developments that have went into the design of the SmartPhantom. The

concept was discussed and tested with Geant4 simulations. It was shown that the presence of the

SmartPhantom planes would have a negligible impact on high energy beams. It was also shown that

Bortfeld’s model could be fitted onto measurements to reproduce a Bragg peak. Fibre bundle tests

were conducted which showed the signal response of the scintillating fibres and the mapping analysis

required. Future work is needed to create a functional prototype, with some considerations discussed

in appendix C. But the principle is sound and once created would serve as an effective detector.

The SmartPhantom has applications in radiobiology experiments, where the beam and dose can be

evaluated on a shot-by-shot basis. It can also be used in LhARA to evaluate the reproducibility of

the beam, ensuring a consistent dose is delivered for experiments.
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(a) Test 1 (b) Test 2

(c) Test 3 (d) Test 4

(e) Test 5

Figure 8.14: Fibre bundle tests with: (a) 59 MeV proton beam with decreasing dose rates, (b)
59 MeV proton beam with increasing dose rates, (c) 11 MeV proton beam with increasing dose rates,
(d) 11 MeV proton beam with increasing dose rates and a modulator wheel inserted, and (e) 11 MeV
proton beam with intermittent interruptions and a modulator wheel inserted. The integrated pixel
intensity for each scintillating fibre is plotted with the colours designating the time steps analysed in
each video.





Chapter 9

Conclusion and Final Remarks

This thesis presented beam simulation results which played a key role in the carbon commissioning

efforts at MedAustron. A rematch procedure was developed that allowed one to approximate a

Gaussian beam for tracking purposes from trajectory measurements. In addition, simulations were

performed for the design and research efforts for LhARA for both Stage 1 and 2. Finally, the concept

and developments for the SmartPhantom were outlined, which will aid the production of a working

prototype.

9.1 Twiss Rematch Procedure

In chapter 6, the results of the spot size commissioning for carbon ions in IR1 and IR2-H as well as

800 MeV protons in IR1 at MedAustron were presented. The focus was characterising and adjusting

the delivered beam to within specified parameters.

A difficulty encountered when simulating the beam was characterising the beam. Due to the

commissioning schedule, the beam extracted into the HEBT would vary between sessions and updated

beam measurements would not always be available. Initially, quadrupole scanning allowed for a good

approximation for the beam in the vertical plane, however, due to the location of the detector,

the beam was quite narrow in the horizontal plane. Due to this, a time consuming manual fit using

trajectory measurements was done to approximate the horizontal plane. Although the simulated beam

matched to measurements, there was a noticeable discrepancy at lower energies due to scattering. A

Twiss parameter scan was performed based on this reconstructed beam which used measurements to

optimise the beam for IR2-H.

For the IR1 research line, the reconstructed beam for carbon ions was backtracked in MAD-X, but

no longer matched measurements. This led to the development of a Twiss rematch procedure which
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allowed for an automated minimisation script to fit Twiss parameters to beam measurements along

the beam line. This procedure had the benefit of only requiring beam trajectory measurements, which

at MedAustron was automated and only took a few minutes to perform. Although the approximated

beam was Gaussian distributed, a good fit was still found for the horizontal plane and sped up

the commissioning. Future work could include refining this method to account for a beam that is

off-centre. The script could also be improved by reading the measurement and beam line elements

settings directly from MAPTA to reduce user input, as well as to apply a weighting to account for

defects in the detectors.

9.2 LhARA Beam Line Tracking

In chapter 7, several beam line simulations were presented for LhARA. These simulations covered an

approximate end-to-end simulation of Stage 1 from the laser source to the end station and the design

for Stage 2.

For the Stage 1 beam line, the TNSA interaction was simulated in 2D from which an approximate

sampled 3D beam was generated and tracked. Comparing this sampled beam to an ideal Gaussian

beam showed a match at the end station but with a larger initial beam in the capture section which led

to significant particle losses. Improvements to the simulations were made where the energy selection

of the beam line design was evaluated, Gabor lens field maps were incorporated in the simulation, and

the beam line was tuned to reduce beam losses for the sampled beam. Future work for these Stage

1 simulations include running a 3D TNSA simulations in order to carry out a complete end-to-end

simulation, making considerations for the preplasma, and analysis of the co-moving electrons which

could affect the operation of the Gabor lenses.

The design for Stage 2 was presented and evaluated using estimated extraction parameters from

the FFA. From the beam line simulations it was found that the specified beam parameters could be

achieved if the extracted beam had a nominal beam emittance. But a pessimistic beam emittance was

also considered which would have an impact on the attainable beam sizes. Furthermore, space-charge

was found to have a prominent effect on the beam size evolution. Future work will be needed to

address these issues. One task is to simulate a realistic beam through the FFA which can then be

tracked through the rest of the beam line. Another task is to look into compensating the space-charge

effects, where an option is to adjust quadrupole strengths.
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9.3 SmartPhantom Design

In chapter 8, the design and principle for the SmartPhantom was presented. Simulations in Geant4

show that the presence of several thin scintillating fibre layers in water when irradiated with high

energy beams had a small impact on the dose exposed to cells. This would allow the SmartPhantom to

act as an online beam monitoring device. Using the measurements from the scintillating fibre planes

allows one to fit a Bragg curve to the energy deposition measurements and measure the beam profile.

Some testing was done to test the fibres and prototype the mapping analysis. Future work includes

making a working prototype. Improvements to the fitted Bragg curve will also be needed, this can be

done by modifying Bortfeld’s equation to incorporate other species and account for quenching effects.

9.4 Final Remarks

To conclude, this thesis has shown ways in which particle physics knowledge and technology plays an

important role in radiotherapy and radiobiological research. Accelerators such as linacs, cyclotrons,

and synchrotrons are current mainstays in delivering beams for radiotherapy. Developments in novel

acceleration mechanisms have big ramifications for future particle physics research, and will find

numerous applications in radiotherapy. As research and technology develop, novel sources such

as laser-driven sources, may one day become a mainstay for hadron therapy, increasing the global

availability of cancer treatment options for future cancer patients.





Appendix A

Normalised Phase Space

In normalised phase space, the trajectory of particles is a circle rather than an ellipse. This can be

seen by considering the Courant-Snyder invariant in (𝑢, 𝑢′) space:

(1 + 𝛼2

𝛽 ) 𝑢2 + 2𝛼𝑢𝑢′ + 𝛽𝑢′2 = 𝜖,

where (𝛼, 𝛽) are Twiss parameters, 𝑢 is the position, and 𝜖 is the emittance. Rearranging the terms

gives:

(1 + 𝛼2) 𝑢2 + 2𝛼𝛽𝑢𝑢′ + 𝛽2𝑢′2 =𝛽𝜖,

𝑢2 + (𝛼2𝑢2 + 2𝛼𝛽𝑢𝑢′ + 𝛽2𝑢′2) =𝛽𝜖,

𝑢2 + (𝛼𝑢 + 𝛽𝑢′)2 . =𝛽𝜖 (A.1)

This resembles the form of an equation for a circle for the (𝑢, (𝛼𝑢 + 𝛽𝑢′)) plane, with a radius 𝑟 = √𝛽𝜖.
Hence, we can introduce the normalised coordinates:

𝑈 = 𝑢√𝛽 , (A.2)

𝑈 ′ = 𝛼√𝛽 𝑢 + √𝛽𝑢′, (A.3)

which can be expressed in matrix notation with:

⎛⎜⎜
⎝

𝑈
𝑈 ′

⎞⎟⎟
⎠

= 1√𝛽
⎛⎜⎜
⎝

1 0
𝛼 𝛽

⎞⎟⎟
⎠

⎛⎜⎜
⎝

𝑢
𝑢′

⎞⎟⎟
⎠

. (A.4)
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Figure A.1: Comparison of a distribution in normalised (left) and real (right) phase space. Generated
using the parameters: 𝛽 = 10.0 [m], 𝛼 = 5.0, 𝜖 = 7.3 × 10−7 [𝜋 ⋅ m ⋅ rad].

The normalised phase space can be useful when generating a distribution from the Twiss parameters.

To generate a distribution, one first generates a random value between zero and the emittance value

to get the normalised coordinates. Then one simply transforms the normalised coordinates to real

coordinates:

𝑢 =𝑎√𝛽𝜖, (A.5)

𝑢′ =(𝑏 − 𝛼𝑎)√ 𝜖
𝛽 , (A.6)

where 𝑎 and 𝑏 are Gaussian random numbers generated with a mean value of 0 and a standard

deviation of 1. A comparison of the normalised and real phase space is shown in fig. A.1.

Dispersion can also be accounted for by including correction factors to get:

𝑢 =𝑎√𝛽𝜖 + 𝐷 (𝑐 Δ𝑝
𝑝 ) , (A.7)

𝑢′ =(𝑏 − 𝛼𝑎)√ 𝜖
𝛽 + 𝐷𝑝 (𝑐 Δ𝑝

𝑝 ) , (A.8)

where 𝐷 is dispersion of 𝑢, 𝐷𝑝 is dispersion of momentum, 𝑝, and 𝑐 is another Gaussian random

numbers generated with a mean value of 0 and a standard deviation of 1.



Appendix B

Ideal Electric Field for the Gabor

Lens

To determine the electric field for the Gabor lens, we first assume a cold and homogeneously dis-

tributed electron plasma confined within a cylindrical region with no neutralising ion background.

For a cylinder of length 𝐿, radius 𝑟, and enclosed charge of 𝑄′, the field is directed outwards with an

electric flux, Φ:

Φ = 𝐸(2𝜋𝑟𝐿) = 𝑄′

𝜖0
. (B.1)

A Gaussian surface will enclose a region smaller than the total charge, which can be expressed by:

𝑄′ = 𝑄 𝑟2

𝑅2 , (B.2)

where 𝑅 is the radius from the center of a cylinder to the surface. This can be substituted into the

flux to yield:

Φ = 𝐸(2𝜋𝑟𝐿) = 𝑄𝑟2

𝜖0𝑅2 ⇒ 𝐸 = 𝑄𝑟
𝜖02𝜋𝑅2𝐿. (B.3)

Using the fact that the volume of a cylinder is 𝑉 = 𝜋𝑅2𝐿, the electron number density, 𝑛𝑒, can be

introduced which gives for the radial electric field:

𝐸𝑟 = −𝑛𝑒𝑒
2𝜖0

. (B.4)

The Brillouin limit given by eq. 7.1 gives the maximum density of an ideal electron plasma that
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an axially symmetric magnetic field, 𝐵𝑧, can confine. Substituting this into the radial electric field

gives:

𝐸𝑟 = − 𝑒𝐵2
𝑧

4𝑚𝑒
𝑟. (B.5)

The magnetic field required for the Gabor lens can be related to that for a solenoid in order to achieve

the same focusing. By substituting eq. 7.5 into the field, it allows us to relate the radial electric field

to the magnetic field for a solenoid:

𝐸𝑟 = −
𝑒𝐵2

sol𝑍 ( 𝑚𝑒
𝑚𝑖

)
4𝑚𝑒

𝑟 = −𝑒𝐵2
sol

4𝑚𝑝
𝑟. (B.6)

Since it is assumed the plasma will be homogeneously distributed within the lens, there will be

no electric field component in the longitudinal direction:

𝐸𝑧 = 0. (B.7)



Appendix C

Considerations for the

SmartPhantom

Some plans were drafted to construct a functional prototype of the SmartPhantom planes. It was

found that a revision of the design would be needed.

One aspect to require revision is with regard to the design of the frame. A station consists of

two frames to measure the two transverse axes. The frame itself must be sufficiently thin in order to

fit into a water phantom. However, for a thin frame there are structural issue to be considered. As

fibres are wound across the frame, they must be held taut with sufficient tension. But this tensioning

could induce a bending in the frames depending on the frame material and thickness. Carbon fibre

has a high stiffness making it an ideal material, but the square aperture on the frame (fig. 8.2) has

a relatively small surface area for the fibres to adhere to, which may lead to the frame bending. To

counteract this, a smaller circular aperture would help increase the surface area available, spreading

out the force while keeping the frame thickness minimised. However, care would need to be taken as

this may limit the usage of the SmartPhantom if the aperture is smaller than the beam size.

Another aspect to consider is how the fibres should adhere to the frame. Careful consideration for

the material is needed to ensure the adhesive will not affect the performance of the fibres. Superglue

for example could be used as an adhesive but can be quite brittle. In addition, superglue is detrimental

to the cladding of the fibres. A good candidate for an adhesive is an epoxy resin. Although it can

take time to cure, it can be applied to easily fill in the surface area of the frames. Different ratios of

epoxy resin could also be combined together. After the initial layer cures, another mixture can be

applied on top to ensure the fibre ends remain in place for alignment. This improves upon the initial

design which considered using mylar to vacuum seal the fibres.

Consideration also needs to be made to exclude the exposed scintillating fibres from light, which
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Figure C.1: Fishing wire prototype with the middle region filled with an epoxy resin with a black
pigment added. The frames lack a recess for alignment and gluing.

had been neglected in the initial design. A possible solution is to use an epoxy resin mixture with

a black pigment as was done for the fibre bundle. Care must be taken to minimise the amount of

epoxy resin to minimise the effect on the energy deposition. Furthermore, the edges of the station

would need to be covered or encased. A test with some fishing wire shows that filling the aperture

region with a black resin was viable as seen in fig. C.1.

A final aspect considered was the alignment of scintillating fibres to clear fibres. An important

part of the SmartPhantom is transporting light from the scintillating fibres to the clear fibres, and

any misalignment would lead to signal losses. First the fibre ends would need to be polished to

ensure optimal light transmission. To help with the alignment, the same number of fibres need to be

wound on both the clear fibre connector and the frames. A jig was designed which could wind both

components. Within the jig are two lobes with grooves onto which the fibres can be wound as seen

in fig. C.2a. Ideally grooves could also be engineered into the carbon fibre connector and frames, but

this would be difficult due to the material. An alternative method is to introduce a recess region to

both the connector and frame as seen in fig. C.3. The introduction of a recess would also help with

gluing the fibres to the frame without concerns about the resin spilling out the sides. The edges of

the recess could also be used for alignment, with a finer adjustment possible with the alignment jig

in fig. C.2b.



207

(a) Winding jig. (b) Alignment jig.

Figure C.2: Schematic of the jigs designed to wind and align the SmartPhantom frames.

Figure C.3: Prototype clear fibre connector with a recess for the fibres to be winded.
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