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3D simulations are necessary
to evaluate quantitatively proton energy in TNSA 
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III. RESULTS AND DISCUSSION

A. 3D simulations

The density of the solid foil chosen for the 3D simulation
is nm = 40nc; though less than the value for a real solid
metal (several hundreds nc), it is considerably higher than
the critical density and, for a peak intensity a0 = 10, it ensures
that the plasma is overdense even accounting for relativistic
transparency effects [19]. A set of 2D simulations strengthened
the choice of the foil density: we considered cases varying the
laser intensity (a0 = 10–20) and the plasma density of the
main foil (nm = 40nc and 80nc). For the lower laser intensity
(a0 = 10), when no foam layer is present the results obtained
with the two different main target densities (nm = 40nc or
80nc) are similar (proton maximum energy is 11 instead of
9 MeV), but a lower density, as expected, leads to better
absorption, whereas they are barely distinguishable in the
presence of a foam. For the higher value of the pulse intensity
(a0 = 20), the difference between the case of nm = 40nc or
nm = 80nc is more significant, with the lower density leading
to considerably higher proton energy and enhanced laser
energy absorption in both cases, with and without foam. This
can be explained by the fact that for the high-intensity case the
foam layer considered is too thin to absorb a sizable fraction of
the total laser energy; thus the interaction mostly occurs with
the solid foil and is more sensitive to the density of the latter.
Additional simulations have been performed by doubling the
thickness of the solid foil (nm = 80nc, lm = 1 µm instead of
lm = 0.5 µm). The maximum proton energy in the presence
of the foam layer (lf = 4 µm, nf = 1nc) is reduced by a few
percent (∼7%, 24 instead of 26 MeV), whereas for a bare
target, as also reported in previous work [20], it decreases
more substantially (∼25%, 6.5 instead of 9 MeV). It can be
concluded that if the foam thickness is sufficient to absorb a
major part of the laser energy, the characteristics of the solid
foil are less crucial.

The simulations led to proton energy spectra with an
exponential profile and a cutoff typical of the TNSA regime
(Fig. 1). The energy spectra are obtained considering all
the protons of the contaminants layer achieving a spatial
integration in the transverse direction. The presence of a
collimator after the target would then select the high-energy
tail of the spectrum similarly to the TNSA case. At a laser
intensity corresponding to a0 = 10, in the presence of a foam
layer, although rather thin (2 µm), the maximum proton energy
Emax is much higher, Emax,f ≃ 14 MeV, than without foam,
Emax,b ≃ 6 MeV (see Fig. 1). The same simulations have
been performed also in two dimensions: the cutoff energy
of the protons is overestimated (by a factor of ∼2 at time
166 fs) but the ratio E2D

max,f /E2D
max,b ≃ E3D

max,f /E3D
max,b ≃ 2.3

is preserved. It is therefore evident that the 3D analysis is
essential to evaluate the maximum ion energy quantitatively.
Nevertheless, the observed dynamics of the laser-foam inter-
action is qualitatively similar in 2D simulations; thus, we use
the latter for a parametric study aimed at both showing the
existence of an optimal foam thickness as a function of the laser
amplitude and angle of incidence, and evidencing features of
the electron acceleration and sheath field formation processes
(Sec. III B).
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FIG. 1. (Color online) (a) Proton energy spectrum at t = 166 fs
considering a laser pulse with a0 = 10 and a target with a foam
layer nf = 2nc, lf = 2µ, 3D simulation. (b) Proton maximum energy
evolution with respect to time: comparison of 3D (solid) and 2D
(dashed) cases without foam (red, lower lines) and with (blue, upper
lines) nf = 2nc, lf = 2µ, nm = 40nc, a0 = 10.

In Fig. 2 the volume rendering of the electron density is
presented together with the distribution of the longitudinal
electric field. The electrons from the foam are accelerated in
the forward direction and reach the rear side of the target. The
electron cloud expands with a roughly spherical symmetry
for several microns and displays regular structures in the
longitudinal direction which are more evident in the 2D plots
and are further discussed. The resulting charge separation leads
to a strong longitudinal electric field which exceeds 5TV/m
and extends in the longitudinal direction according to the
electron distribution for about 10 µm. The slice displayed
in Fig. 2 highlights the longitudinal electric field of the laser
pulse and shows how the laser reaches the solid foil and is then
reflected by the high-density plasma. Thus, even if ne > nc the
foam plasma is effectively underdense for the laser pulse due to
relativistic penetration and ponderomotive channeling effects.
Since an extended analysis of the laser-plasma interaction
and ion acceleration for several values of the parameters can
be barely performed in three dimensions, we continued the
investigation with 2D simulations.

B. 2D simulations

The detailed analysis of the results for several target
parameters has been carried on the basis of 2D simulations and
the discussion now focuses on 2D cases only. In the light of the
3D results and the comparison with the analogous 2D cases,
we focus the attention on the main features of the laser-plasma
interaction as well of the foam target parameter rather than on
a quantitative estimation of the proton energies.
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First 3D simulations with Lhara parameters
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C6+H+ foil
ne- = 35 - 70 nc

nH = 0.12 ne- 
L = 2 μm 

I = 5.2 * 1020 W/cm2

λ0 = 800 nm
a0 = 15.56
τFWHM = 25 fs
wFWHM = 4 μm
p - polarised

Simulations performed on ARCHER (EPCC, UK) and Marenostrum (BSC, Spain)

289,000 time steps (~ 0.9 ps)
13824 CPUs x 24 h

~ 340,000 CPUhours ~ £9,000



Laser bores a hole on the target surface
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ne- = 35 nc ne- = 70 nc



Electron temperature is lower than expected from ponderomotive scaling
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Te,hot = 0.84 MeV Te,hot = 0.72 MeV

Te,pond = 1.57 MeV

ne- = 35 nc ne- = 70 nc



Protons are accelerated also from the front of the target
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ne- = 35 nc ne- = 70 nc
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ne- = 35 nc ne- = 70 nc

~ 81 pC ~ 28 pC

θrms = 9.2° θrms = 7.5°



2D simulations overestimate final proton cutoff energy by a factor ~2
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The Amplified Spontaneous Emission of the laser cannot be neglected
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Figure 3: Cross-correlation curve of the laser pulse.

rival of the main pulse on target which strongly de-
pends on the temporal profile of the laser pulse[14].
A cross-correlation curve of the laser pulse taken with
the Sequoia (Amplitude Technologies) is shown in
Fig.(3). According to this plot, the laser contrast
is greater than 107 up to 10 ps before the peak of the
pulse. A detailed modelling of laser-target interac-
tion with such a laser temporal profile is in progress,
but we can anticipate that with the measured laser
contrast, no major pre-plasma formation occurs, en-
suring bulk target survival at the peak of the pulse.

These circumstances were further confirmed by op-
tical spectroscopy of the light scattered in the specu-
lar direction, collected shot by shot using a F/5 col-
lecting lens placed in vacuum to collimate scattered
light outside the target chamber. Light was than at-
tenuated using neutral filters and rejecting filters at
800 nm and focused on the tip of a fiber coupled to a
spectrometer. This set up enabled detection of second
harmonic emission, 2!L, and (3/2)!L of the incident
laser light scattered in the specular direction. Such
components are associated to the coupling of the laser
light at the critical density and at the quarter critical
density respectively[15].

In fact, the formation of even a very small pre-
plasma before of the arrival of the main pulse can
provide suitable conditions for the growth of stim-
ulated instabilities including the Stimulated Raman
Scattering and the Two Plasmon Decay (see [6] and
references therein). Electron plasma waves at !L/2
generated by the instabilities can couple non-linearly
with incident laser light and give rise to (3/2)!L

emission. This emission is therefore a signature of
the presence of even a small pre-plasma.

Second harmonic emission in the specular direction
is generated by the non-linear interaction of the main

Figure 4: A typical spectrum obtained with the tar-
get placed near the best focus. The second harmonic
component at 400 nm is used to monitor the survival
of the target at the peak of the pulse.

laser pulse at the critical density[16]. Therefore, sec-
ond harmonic emission can be taken as a signature of
the presence of a critical density layer in the plasma
at the time of interaction of the main pulse, a pre-
requisite for the interaction with an over-dense target
and the occurrence of TNSA.

As shown by Fig.(4), in our experiments, in spite
of the increase of the (3/2)!L intensity compared to
previous experimental campaign at 10 TW Ref.[13],
the intensity of the 2!L emission remains always sig-
nificant, indicating that the laser contrast in the best
focus is sufficient to ensure survival of an overdense
target.

3 Results and discussion
A range of diagnostics were used in our experiments
to measure ion acceleration, including radio-chromic
films (GAF), CR39, Thomson Parabola, and Time of
Flight (TOF) diamond detectors. Thomson Parabola
Spectrometer (TPS) and a TOF detector were used
simultaneously so that a cross-comparison of the sig-
nals obtained from the two devices was possible. This
was done in view of a possible use of the diamond de-
tector for on-line direct detection of accelerated ions
during normal operation. A detailed discussion of all
these measurements with different detectors is given
elsewhere[17, 18]. Here, we focus our attention on the
presentation of the preliminary results of TOF and
TPS signals obtained during the currently operating
L3IA phase 1 configuration.

A typical GAF image obtained with a 10 µm thick
Al target is shown in Fig.(5)(left), showing an intense
on-axis spot, surrounded by a broader signal.

Fig.(5)(right) shows the plot of the TOF signal ob-
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Titan laser (LLNL, US)
I = 1020 W/cm2

λ0 = 1.054 μm
a0 = 15.56

τFWHM = 700 fs
wFWHM = 6 μm

INO laser (CNR, Italy)
I = 2.4 * 1020 W/cm2

λ0 = 795 nm
a0 = 10.6

τFWHM = 27 fs
w0 = 2.2 μm
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τSP = 700 fs, a wavelength λSP = 1.054 µm, and a 6–8 µm Full Width Half Maximum (FWHM) focal spot contain-
ing ~50% of the laser energy, leading to a peak intensity I~1–2×1020 W/cm². The experimental set-up is shown in 
Fig. 1a. The targets are thin Mylar (PolyEthylene Theraphtalate or PET) foils of different thicknesses ranging from 
0.1 to 4 µm; they are irradiated at an angle of 32.5° by the SP. As a basis of comparison, we also irradiated 4, 6, 10, 
15 and 25 µm thick solid Au targets in standard TNSA conditions to verify which proton beam parameters could 
be produced in optimum TNSA conditions.

The thin (0.1 and 0.5 µm thick) Mylar targets are exploded by the ASE of the SP (see Fig. 1a). Note that per-
forming the interaction on lasers having a better temporal contrast (improved e.g. by three orders of magnitude), 
similar targets can be used while keeping the target at a solid density at the time of the main interaction. However, 
here such targets are fully exploded.

We also stress that, on a practical point of view, these targets are not only easy, but also inexpensive to manu-
facture by spin-coating a polymer liquid solution on a disk and then removing by flotation the formed thin Mylar 
sheet. This is quite different from the targets used so far for RPA studies, which are just a few nm thick and are 
usually manufactured using complex and expensive micro-lithography techniques.

Figure 1. (a) Setup of the experiment. Targets are either Au, to generate protons in standard conditions using 
the electrostatic TNSA mechanism, or thin Mylar (CH) foils, the thinnest being exploded to low densities by the 
ASE of the short-pulse. Three spectrometers are used to record the emitted proton spectra with high spectral 
resolution. A sample of the obtained spectra is shown in Fig. 2b. The spectrometers are located at various angles, 
as indicated, D3 being placed along the target normal, i.e. at 0°. Complementarily, films were also used on some 
shots to record the whole angular profile of the protons. A sample of these films is shown in Fig. 4b. (b) Electron 
density profiles, as modelled by the 1D Esther hydrodynamic-radiative simulation code47 resulting from the 
irradiation of the Mylar targets by the ASE of the short-pulse laser, and just prior to the main short-pulse 
irradiation. The same simulations suggest that the exploded foils are quite uniformly heated, with an electron 
temperature of 450–500 eV for the 0.1 µm thick target and 700–800 eV for the 0.5 µm thick target. (c) Setup of 
the ASE (prepulse) measurement of the main beam after compression: a leakage of that beam through a mirror 
is sent, through a window of the compressor chamber, to a water cell before being collected by a fast photodiode. 
The water cell serves absorbing the main compressed pulse part of the signal, preventing the diode to be 
damaged. On the contrary, the ns-duration ASE part of the signal can be measured, being not intense enough to 
be absorbed in the water cell. (d) Oscilloscope trace of the signal collected during one shot in the experiment. 
Before the saturation induced by the short-pulse part of the signal, one sees the trace of the ASE, having a short 
ramp (~0.5 ns) preceding a ~1.5 ns flat plateau.
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Antici et al., Sci. Rep. 7, 16463 (2017). Gizzi et al. arXiv pre-print, arXiv:2106.00814 (2021).



Pre-plasma can aid the laser absorption and lead to energy enhancement
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3D PIC simulations modelling the interaction between in intense pulse and a 10 μm Al target 



Summary
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✤ 3D simulations appear necessary for quantitative analysis, but are computationally very challenging.

✤ Scaling laws between 2D and 3D simulations could be derived for our specific case, similarly to Babaei 
et al., Phys. Plasmas 24, 043106 (2017).

✤ The role of the laser Amplified Spontaneous Emission should be considered, especially when dealing 
with very thin targets.

✤ A very sharp plasma-vacuum transition at the target front might not be realistic.


